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In the beginning (about 30 years ago), 
when all computers were large and very 
expensive, they existed only in the inner 
sancta of the computer centers of large 
institutions. Most programs and data 
were carried to the computer in the form 
of punched cards and the line printer 
output was retrieved hours or days later. 
Then, at some point in the steady de- 

the benefits of instrument computeriza- 
tion and some of the forms computerized 
instruments can take. Since instruments 
and other devices that incorporate com- 
puters are now sometimes called intelli- 
gent, it is fair to wonder what new func- 
tions "intelligent" instruments will pro- 
vide. Possible improvements in both the 
convenience and the capability of instru- 

Summary. The rapid evolution of computer applications in scientific instrumentation 
is briefly traced from early data processing to modern computer-based instruments. 
Computer and interface developments have both contributed to this evolution. The 
form of the computer used strongly affects the ease of instrument operation and the 
degree of functional adaptability. Probable pathways toward instruments with in- 
creased "intelligence"include the development and intelligent control of powerful 
"multidimensional" instruments, the implementation of hierarchical computer net- 
works and multiprocessor controllers, and the simplification of programming. The 
importance of the scientist's involvement in these developments is discussed. 

crease in the size and cost of computers, 
the minicomputer entered the scientific 
laboratory. It enabled the computer to 
collect data directly from the instru- 
ments and also perform some limited 
data processing. This was the beginning 
of computers in scientific instrumenta- 
tion, and for many scientists the "labora- 
tory computer" became a new and excit- 
ing tool (I). When the computer was 
dedicated to a single instrument, it was 
able to control the instrument and per- 
form the data collection process. Early 
applications of dedicated computers 
were all with costly instruments such as 
x-ray diffractometers, but as computers 
continued to decrease in cost and size, 
so did the scale of instruments to which 
they could be dedicated. The last great 
leap in this evolution has been the incor- 
poration of the remarkably inexpensive 
and tiny microprocessor to instruments 
of every type from spectrophotometers 
to balances and pH meters. 

In this article, I will discuss some of 
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ments will be discussed, as well as the 
factors that now appear to limit the rate 
or extent of improvement. We are cer- 
tainly not limited by computer technolo- 
gy itself; the hardware has much more 
capability than is exploited in current 
instrumentation. However, it is not clear 
which disciplines and institutions will 
provide the concepts and devices needed 
for the new breed of instruments. 

Attachment, Absorption, and 

Transformation 

For direct application in scientific in- 
strumentation the computer must be able 
to acquire data from one or more sensors 
in the instrument and control some as- 
pects of the instrument's operation. The 
circuits that provide these key links in 
the instrument-computer interaction are 
called interfaces. As shown in this sec- 
tion, the ease of interfacing determines 
the degree of involvement of the comput- 
er in the instrument functions and thus 
strongly affects the sophistication of the 
resulting computerized instrument. The 

been essential in achieving the present 
state of the art. 

Interfacing. Computers have an inter- 
nal data communication pathway called 
a bus, illustrated in Fig. 1, through which 
memory and all sources or destinations 
of data are connected to the central 
processing unit (CPU) (2). The CPU and 
bus in the computer are analogous to the 
brain and spinal cord in the body. All 
data on the bus are in digital form- 
signals in one of two states (high or low). 
Each such signal represents 1 bit (binary 
digit) of information. A combination of n 
bits, called a word, can encode any inte- 
ger from 0 to 2" - 1. Digital words can 
be transmitted by sending the bit signals 
sequentially in a single channel (serial 
form) or simultaneously in multiple 
channels (parallel form). The CPU bus 
uses parallel digital lines for data and 
address communication. Data are trans- 
mitted on the bus only at appropriate 
times as determined by control signals 
from the CPU. 

A complete interface must accomplish 
two tasks: conversion of the data be- 
tween the form used in the instrument 
and the parallel digital form, and man- 
agement of the appropriate transfer of 
the parallel digital data to or from the 
CPU data bus. As illustrated in Fig. 2, 
the bus transfer process is performed by 
input ports and output ports [or combi- 
nation input-output (1-0) ports]. Data 
storage in the port allows it to exchange 
data with the instrument in real-world 
time and with the computer on command 
from the CPU. Conversion of the data to 
or from parallel digital encoding requires 
a change in the encoding quantity or 
"domain" of the data. 

Fortunately, there is onIy a limited 
number of ways in which data can be 
electricallv encoded. and these fall into 
three categories of domains: analog, 
time, and digital (3). Digital domain en- 
coding has been described above. In the 
analog domains, the data are encoded as 
the magnitude of an electrical quantity 
(voltage, current, charge, or power). 
When the signal information is in the 
time of the signal variation rather than its 
amplitude, the data are in one of the 
time domains; data encoded as frequen- 
cy or pulse width are examples. Since 
there are so few electrical data domains, 
only a few types of domain converters 
are needed to interface a large variety 
of instrument functions. As discussed 
below, progress in both 1-0 ports and 
conversion devices has greatly influ- 
enced the pace and nature of the devel- 
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opment of computer-based instruments. 
Attachment. In the first applications of 

computers to scientific instrumentation, 
independent and separately viable in- 
struments and computers were simply 
attached together. The combination was 
conceptually simple, but in practice the 
interface for each interaction between 
instrument and computer was often spe- 
cialized, complex, and expensive. Much 
of the 1-0 port and conversion circuitry 
had to be custom-designed with hun- 
dreds of small components. In this stage, 
the computer-instrument interaction was 
often limited to collecting the data and 
controlling only the variable normally 
scanned by the instrument. This charac- 
terizes the attachment phase in the in- 
strument-computer relationship. From 
these early associations, the power of 
the computer to control instruments as 
well as process data began to be appreci- 
ated. 

Absorption. In recent years the task of 
interfacing has been greatly simplified by 
the availability of integrated circuit 1-0 
ports, which permit easy connection to 
the CPU bus and dramatic improve- 
ments in the capability, economy, and 
ease of application of data conversion 
devices. The digital output of an analog- 
to-digital converter (ADC) or counter or 
the digital input of a digital-to-analog 
converter (DAC) can be connected to a 
parallel 1-0 port for a complete interface. 
The need for conversion devices has 
motivated great improvements in the 
cost, performance, and size factors in 
ADC's and DAC's for analog conver- 
sions and in digital counters and clocks 
for frequency and time-interval conver- 
sions. 

With bus support for an almost unlim- 
ited number of 1-0 ports and the avail- 
ability of simple and inexpensive inter- 
faces, it is easy to connect most or even 
all of the sensing and control elements of 
the instrument to the computer. This 
allows the computer to be involved in 
many more instrument functions than 
scanning and data collecting. As exam- 
ples, the computer can provide automat- 
ic selection of the measurement sensitiv- 
ity for improved dynamic range, and pres- 
sures and temperatures can be moni- 
tored for safe start-up, orderly shut- 
down, and appropriate operating condi- 
tions. If instrument controls are inter- 
faced as well, the computer can test and 
adjust any or all of the instrument param- 
eters and perform the controller function 
in the dynamic feedback control of these 
parameters (2). As more functions of the 
instrument are brought under computer 
control and the number of interfaces 
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grows, the computer increasingly be- 
comes an integral part of the instrument. 
As the distinction between computer and 
instrument disappears and the instru- 
ment can no longer function as an inde- 
pendent unit, the traditional concept of 
separate instrument, computer, and in- 
terface becomes obsolete. Most current 
examples of computers in scientific in- 
strumentation are in this absorption 
phase in the instrument-computer rela- 
tionship. 

Transformation. Signs of the transfor- 
mation stage in the relationship are 
emerging, however. In this phase, "com- 
puterization" of traditional instrumenta- 
tion will yield to the development of new 
types of instruments based on principles 
of measurement and control that would 
not have been practical or possible with- 
out the integral involvement of the dedi- 
cated computer. Current examples of 
such instruments are three-dimensional 
tomography instruments and x-ray dif- 
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Fig. 1. Structure of a basic digital computer. 
The CPU acquires and executes the instruc- 
tions. The program is stored in a section of 
memory reserved for that purpose. The CPU 
supervises communication along the shared 
data bus by using the address bus to specify 
the source or destination of the data. The 
program counter supplies the address of the 
instruction to be executed. The control bus 
contains data direction. timing, and special 
control signals. [Reprinted with permission 
from BenjaminICummings Publishing Compa- 
ny (211 

fractometers, the Fourier transform ver- 
sions of nuclear magnetic resonance 
(NMR), infrared, and mass spectrome- 
ters, and the combination of capillary gas 
chromatography and mass spectrometry. 
Further examples and possible future 
directions for the transformation stage 
will be explored in later sections of this 
article. 

Turning Knobs into Keyboards 

The functions and parameters of a 
traditional instrument are controlled by 
the operator through a variety of knobs, 
switches, levers, and valves. From these 
same controls and from meter displays 
the operator obtains information about 
the operating mode and performance of 
the instrument. This familiar mode of 
interaction with the instrument changes 
drastically when these selections, adjust- 
ments, and quantities are brought under 
the control or monitoring of the comput- 
er. Only for a brief time during the 
attachment phase were instruments 
made that provided a manual override 
for every computerized function. Dual 
modes of control eliminate the economic 
advantages of replacing mechanical con- 
trols with electrical signals. Thus to se- 
lect or observe parameters that the com- 
puter controls and monitors, the opera- 
tor must interact with the computer. 
Many devices and techniques are being 
used for this interaction and still more 
are under development, but no single 
"best" approach has yet been found. In 
this section, some of the problems and 
options in the interaction between opera- 
tors and computerized instruments are 
explored. 

Operator-instrument interaction. The 
statement that a particular function is 
under computer control means two 
things: the function is interfaced to the 
computer bus and there exists a set of 
instructions (a program) for the comput- 
er to follow to achieve the desired opera- 
tion. In selecting one of the available 
functions of an instrument, the operator 
directs the computer to the program that, 
when executed, will implement that 
function. By selecting particular pro- 
grams in an optical instrument, for exam- 
ple, the operator may select the light 
path configuration, the wavelength con- 
trol mode (fixed, scanning, stepped), and 
the format in which the data will be 
recorded or displayed. However, before 
a wavelength scanning program can be 
run, the operator usually provides the 
desired wavelength range and scan rate; 
it is the job of yet another computer 
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program to collect from the operator 
those parameters needed for execution 
of the selected function. The complete 
collection of programs for an instrument 
can be very complex, given the need to 
select modes of operation and parameter 
values and then to control one or more 
quantities while acquiring, processing, 
and displaying data. There are many 
potential computer systems that will cre- 
ate, edit, store, select from, retrieve, and 
execute the programs through which the 
instrument operates. The most common 
choices tend to follow one or the other of 
two models described below: that of the 
general-purpose computer and that of 
the smart process controller (4). Which 
of these models is used in the instrument 
design has a profound influence on the 
nature of the operator-instrument inter- 
action. 

Mini/microcornputers. A general-pur- 
pose computer system provides ways to 
store a large number of programs, to 
modify programs, and to add new pro- 
grams to the repertoire. The most com- 
mon storage system is removable mag- 
netic disk or tape because it provides a 
huge off-line storage capacity as well as 
the medium for the introduction of new 
programs. The desired programs, or 
large fragments of them, are loaded from 
magnetic storage into computer read- 
write memory prior to execution. An 
important part of a general-purpose com- 
puter is the operating system, a collec- 
tion of programs that performs the 
chores of locating and transferring pro- 
grams and data between memory and the 
magnetic storage devices. Most operat- 
ing systems also include programs for 
editing and compiling new programs for 
tending common computer peripherals 
such as terminals, printers, and commu- 
nication couplers. The operating sys- 
tem's programs for disk and tape man- 
agement and peripheral control can also 
be used by the programs that control 
instrument operation. To support the op- 
erating system, the computer must have 
magnetic storage, a large amount of 
read-write memory, and a standard com- 
puter terminal (as in Fig. 1). Independent 
of the instrument, it can function as a 
general-purpose laboratory computer. 
The instrument operator then uses the 
computer's operating system program to 
call up the desired instrument programs 
and execute them. While this approach 
provides great adaptability and uses 
many standard computer and program 
modules, it requires that the instrument 
operator become a reasonably efficient 
computer operator as well. 

Process controllers. A smart control- 

12 FEBRUARY 1982 

Fig. 2. Parallel 1-0 in- 
terface between the 
CPU bus and domain 
converters. The input 
and output ports con- 
nect domain convert- 
ers appropriate for 
the real-world devices 
to the CPU bus. Data 
transfers are syn- 
chronized by the 
"handshaking" sig- 
nals Data ready and 
Data request. [Re- 
printed with permis- 
sion from Benjamin1 
Cummings Publishing 
Company (211 
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ler, on the other hand, need not look like 
a computer at all. It can take various 
other forms such as a calculator, a mi- 
crowave oven timer, or an electronic 
arcade game. In a smart controller, the 
microprocessor part of a microcomputer 
(the CPU, at least) is interfaced through 
its bus to the instrument in the usual 
way. The programs needed for the de- 
sired instrument functions are contained 
in the processor's read-only memory 
(ROM). This eliminates the need for a 
magnetic storage system for programs 
and the operating system to manage it. It 
also eliminates the general-purpose com- 
puter's ability to support the revision of 
old programs or the compilation of new 
ones. Some smart controllers have inter- 
changeable ROM modules by which the 
manufacturer can provide new or revised 
functions. The keypad control panel and 
display can provide simple function se- 
lection by being directly labeled for the 
commands and messages appropriate for 
the options available among the instru- 
ment functions. The keypad buttons re- 
place similarly labeled dials and switches 
on the traditional instrument. Most sci- 
entific instruments designed in the last 
few years include a microprocessor op- 
erating as a smart controller. They pro- 
vide significant economies in design and 
manufacture and can provide substantial 
performance advantages in application 
(5).  

Each of these two approaches to com- 
puterized instruments has its advantages 
and disadvantages. The full computer 
with an operating system is powerful, 
versatile, expandable, and also relatively 
expensive and usually more demanding 
of the operator. Impatient with the some- 
times tedious process of getting to the 
program to change a particular parame- 
ter, some operators pine for the day 
when they could just reach up and twist a 
knob. By contrast, the smart controller 
is inexpensive, simpler to operate, and 

inherently limited in function and ex- 
pandability. Knowledgeable operators 
are sometimes frustrated with smart con- 
troller instruments because they cannot 
modify an operation or check a suspect- 
ed problem in the data-processing pro- 
gram. If an instrument, such as gas chro- 
matograph-mass spectrometer (GC-MS), 
produces a large quantity of data, it will 
require a data storage capability for 
which a magnetic disk is currently the 
best solution. In such a case, disk man- 
agement software is required and the full 
computer with operating system is gen- 
erally used to provide it. As more experi- 
ence is gained and programs improve, 
the complexity of the operating system 
can be masked from the operator by a 
program that provides a simple set of 
options to the operator (like the smart 
controller panel) and translates the oper- 
ator's actions into appropriate com- 
mands to the operating system. At the 
same time, smart controller instruments 
could be much more adaptable if new 
ROM modules could be programmed by 
the user with his laboratory computer. 

Intelligence and Speed 

The principal power of the computer 
comes, of course, from the ability of the 
CPU to follow a programmed sequence 
of simple operations at great speed. Op- 
erations that appear to be intelligent, as 
opposed to just fast, result from the 
ability of the processor to branch to 
different sections of the program depend- 
ing on the results of its previous opera- 
tions. In instrumentation applications, 
then, measurement or control proce- 
dures can be altered depending on the 
outcome of tests or measurements. The 
intelligence of the programmer in choos- 
ing the actions that should follow given 
conditions is then implemented in a dy- 
namic way during the functioning of the 



Measurements in N Dimensions 

Fig. 3. Three-dimen- 
sional projection of 
an emission-excita- 
tion matrix corre- 
sponding to the chro- 
matographic peak of 
benzo[a]pyrene from 
a sample of shale oil. 
[From MI 

instrument. The ability of the processor 
to test and branch (observe and respond) 
on the microsecond time scale allows 
computer-based instruments to imple- 
ment "human intelligence" in operations 
and processes at  speeds that are far 
beyond human capability. The following 
are examples of intelligent capabilities 
that might be found in appropriately pro- 
grammed instruments: 

1) Will not execute an inappropriate 
command. 

2) Responds to  high-level commands. 
3) Aids operator in effective instru- 

ment use. 
4) Aids operator in interpreting data. 
5) Calibrates itself automatically. 
6) Tests its own operation and diag- 

noses failure. 
7) Dynamically optimizes data collec- 

tion. 
In each case, rather than blindly fol- 

lowing a predetermined sequence, the 
computer makes decisions o r  interpreta- 
tions which make the instrument appear 
to have some intelligence. For  example, 
in a photon or particle counter, a strate- 
gy can be implemented which adjusts the 
times for signal and background counting 
to maintain constant accuracy and re- 

duces the overall experiment time by a 
factor of 20 (6). Since an instrument's 
degree of intelligence (after it is com- 
pletely interfaced) depends so much on 
the program sophistication, more and 
more of these intelligent functions are 
appearing in computer-based instru- 
operator select and load the appropriate 
data disk and there are programs that 
match spectra or retention times with 
library data, label the data display, and 
write a report. Self-calibration and self- 
diagnosis can greatly enhance reliability 
and reduce the required skill level of the 
operator. 

The results produced by intelligent in- 
struments, however, still depend on the 
quality and quantity of data collected. 
Advances in the analytical power of in- 
strumentation can proceed along two 
tracks. One is that of the chemometri- 
cian who wants to  make sure that all of 
the real information is extracted from 
data. The other is that of the instrumen- 
talist who explores the possibilities of 
designing instruments that can provide 
more useful data. Both approaches are 
valuable and both depend, in their way, 
on the increased involvement of the 
computer. 

Ion Quad Quad collision Quad Particle 
source mass filter chamber mass filter multiplier 

/ .  . 

Sample Ion Ion fragmentation Product Ion ton 
Ionization selection and/or reaction selection detection 

Fig. 4. Schematic of the triple quadrupole mass spectrometer (TQMS). Ions from the source 
that are mass-selected by the first quadrupole mass filter undergo fragmentation by collision 
with neutral molecules in the quadrupole collision chamber. The mass spectrum of the ionic 
reaction products is obtained by scanning the third quadrupole. [From ( lo)]  

A major aspect of the transformation 
stage is that the computer is freeing us of 
the limited number of variables that can 
be accommodated by traditional instru- 
ments. In a single-display instrument 
such as a pH meter o r  photometer, all 
system parameters are fixed except the 
one quantity being measured. It  is as- 
sumed that the signal from the sensor is 
interpretable to give the sought-for quan- 
tity and is influenced by no other factors. 
However, there are always other factors 
that affect the detector output. Some 
affect the detector directly (as tempera- 
ture and humidity can affect the charac- 
teristics of a strain gauge) and some 
affect the measured system so as  to  
change the signal interpretation factors 
(as solution temperature affects conduc- 
tivity and pH measurements). 

Computer-enhanced detection. When 
only simple electronics and linear dis- 
plays were available, it was necessary to 
choose sensors with a linear response 
and a minimal sensitivity to uncontrolled 
variables. The application of the comput- 
er to the processing of sensor signals 
opens many more options for measure- 
ment systems. The sensor output need 
no longer be linear in the measured quan- 
tity; as long as the sensor output is 
consistent and single-valued, the com- 
puter can interpret the data through a 
formula or look-up table. It  is also un- 
necessary for the sensor output signal to 
stand out clearly from the background 
noise. The computer can average out 
random noise or perform other correla- 
tion functions on the signal to distinguish 
the noise at the sensor from the desired 
response. In some forms of NMR, it is 
routine to average thousands of sample 
responses to produce a spectrum that 
would have been buried deeply in the 
noise of a single response. Another point 
is that the computer can readily incorpo- 
rate variables other than the main sensor 
output into the interpretation process. 
For example, the presence of potassium 
ion interferes with a sodium-specific ion 
electrode; an electrode specific to potas- 
sium can be added to the system and the 
outputs of both electrodes interpreted to  
give the concentrations of both ions. 
Further complicating the problem, the 
mutual interference coefficients are not 
exactly predictable, but even these can 
be determined by a standard addition 
and taken into account in the calculation 
(7). In a simpler and recently commer- 
cialized example, the temperature effect 
on the response factor in p H  measure- 
ments has been automated by a sensing 
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system that combines a temperature sen- 
sor with the glass electrode. 

Multidimensional instruments. The 
application of the chart recorder to sci- 
entific instruments brought about a sig- 
nificant revolution in instrument design 
and capabilities because it added the 
capability of a second dimension in mea- 
surements without the necessity of re- 
cording the data on photographic films. 
The information output of our instru- 
ments increased dramatically Cjust as a 
spectrum contains much more informa- 
tion than a single absorbance measure- 
ment). Instruments that could not have 
existed in one dimension became a possi- 
bility (for example, the GC). In an analo- 
gy with "Flatland" (8), the computer 
frees us from two dimensions, launching 
us into computer-aided multidimensional 
scientific perception. Some of the most 
spectacular advances in scientific instru- 
mentation in recent years have been in 
multidimensional instruments. 

One of the difficulties faced by the 
creatures of Flatland is that, viewed 
edge-on, the other beings, which are all 
regular polygons, look very much alike. 
They made a science of the techniques 
for distinguishing the shapes of others- 
a study in subtle clues that required 
years to master. These same polygons 
viewed from a third dimension above the 
plane of Flatland were, of course, easily 
characterized on sight. It is much the 
same with multidimensional instru- 
ments-what were subtle differences in 
two dimensions may stand out in clear 
distinction in three. A vivid example is 
computer-aided tomography (CAT), 
which resolves the response to a stimu- 

lus into its three-dimensional spatial co- 
ordinates. After the stimulus is scanned 
through one or more coordinates, a com- 
plete three-dimensional model of the re- 
sponse is calculated and presented. The 
impact of CAT on diagnostic medicine is 
already dramatic. 

The additional dimensions do not have 
to be spatial, however, to be useful for 
improved characterization. Any sensor 
that detects a different characteristic of 
the sample or subject can provide a 
useful dimension. The immense success 
of GC-MS is due to the combination of 
the high resolving power of G C  retention 
time with the highly distinctive charac- 
teristic of the mass spectrum. With an 
associated computer, a GC-MS instru- 
ment records mass spectra at  regular 
increments of elution time throughout 
the GC run. The complete experimental 
data are then sometimes plotted to show 
their three dimensions-mass and time 
along the two axes in the horizontal 
plane and ion intensity as a contour 
above that plane. Clearly, the three-di- 
mensional contour contains very much 
more information about the sample than 
exists in either the chromatogram or the 
mass spectrum. One of the principal ad- 
vantages of the greater power of sample 
characterization is that the greater selec- 
tivity allows analyses to be performed 
with much less effort spent in sample 
preparation. 

A number of other multidimensional 
instruments have also been developed 
recently. One example involves excita- 
tion-emission fluorescence. Figure 3 is a 
data plot obtained by Hershberger et al. 
(9) from an instrument that produces an 

emission spectrum for a whole range of 
excitation wavelengths. This results in 
the three-dimensional plot shown. This 
is actually for a particular time in a 
chromatographic elution. Thus this in- 
strument is capable of filling a four- 
dimensional data matrix. 

A three-dimensional instrument in 
which two dimensions are mass is the 
recently developed triple quadrupole MS 
shown in Fig. 4 (10). In this instrument, 
ions from the source are mass-selected 
by the first quadrupole mass filter and 
then undergo an ion-molecule reaction 
with neutral molecules in the center 
quadrupole collision chamber. The ten- 

ter quadrupole contains the ionic reac- 
tion products but is not mass-selective. 
Scanning quadrupole three produces the 
mass spectrum of the ionic reaction 
products. The resulting three-dimension- 
al information array is shown in Fig. 5 
(11). The information in the ordinary 
mass spectrum of this compound, iso- 
propanol, is only the peaks along the 
diagonal line in the foreground. The par- 
ent ion mass (selected by quadrupole 
one), reaction product o r  daughter ion 
mass (selected by quadrupole three), and 
ion intensity are the principal three di- 
mensions. Additional dimensions of in- 
formation we  have found useful are the 
electron energy in the ion source, the 
kinetic energy of the parent ion, and the 
collision gas pressure. There are also 
possibilities for preselection by chroma- 
tography or selective volatilization, and 
selective chemistry in the ionization 
source and collision chamber. The total 
amount of information available from a 
single sample is thus enormous. 

yielding 24+ fragment Ions 
of 48+ 

Fig. 5. Three-dimensional projection of the ions observed for all combinations of masses selected by the first and third quadrupoles in the TQMS 
for a sample of pure isopropanol. Different slices through this data matrix provide different kinds of information about the sample. [From ( l l ) ]  
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Table 1. Typical areas of technological impact (4) 

Reld Theory Inventions Use Instruments 
-- - -- - ---- --- - --- -- - - - --- -- - -- - - -- -- - 

Comn~unrcat~ons 1860-1900 1880-1920 1920-1940 1940-1950 
D~stance measure 1900 1940 1945-1955 1950-1960 
Drugs 1900 1930-1940 1940-1950 1960-1970 
Control systems 1930 1930-1940 1950-1970 1960-1980 
Computat~on 1940 1940-1960 1950-1970 1970-1980 

- 

It is not obvious at first that the greater 
resolving power afforded by adding di- 
mensions to a technique can actually 
increase the sensitivity of that technique. 
This is because, for most techniques, the 
sensitivity (minimum detectable quantity 
or property) is limited not by the ability 
to detect smaller amounts, but rather by 
the presence of other components in the 
system under study that affect the instru- 
ment's response. The ability to spread 
interfering components out in another 
dimension then allows the detector's in- 
herent sensitivity to be used for the 
component or components of interest. 
For example, in the triple quadrupole 
mass spectrometer, the first and third 
quadrupoles can be set to monitor a 
parent-daughter mass combination that 
is highly characteristic of a specific sam- 
ple molecule. This can provide a very 
sensitive detector for such an individual 
component in a complex mixture. 

Data Collection, Data Analysis, and 

Intelligent Control 

The great power of multidimensional 
instruments is also their limitation-that 
is, they can produce an immense amount 
of data about a single sample. This poses 
two kinds of problems: it can take a long 
time to collect the data, and it can take a 
large computer a long time to analyze 
them. The total number of data points in 
the complete data matrix increases by 
orders of magnitude for each added di- 
mension. The computer in the instru- 
ment is essential to patiently perform the 
scanning of the several variables with 
reasonable efficiency. In some cases, the 
same computer can analyze the data, but 
for very large databases large memory 
and disks are required. This can be very 
expensive, but the alternative of ship- 
ping the data matrix to a large batch 
computer removes the operator from 
real-time interaction with the data pro- 
cessing. In any case, when the full multi- 
dimensional capability is used, the in- 
strument investment per number of anal- 
yses performed is very large. This cer- 
tainly restricts the applicability of 
multidimensional instruments for routine 
sample analysis, at least for now. 

An alternative approach, which may 
follow after sufficient experience with 
multidimensional instruments, is to de- 
velop intelligent control software for the 
instrument which would help it be selec- 
tive about the data that it collects. The 
instrument could treat the N-dimension- 
al data matrix as potential data but only 
pursue those parts of it that are relevant 
to the desired measurement goal. The 
operator would specify in advance the 
particular characteristics of the sample 
that were being sought or studied by the 
measurement. This model is based on 
the fact that one usually does not want to 
know everything about a sample. The 
fraction of the total possible data that 
contributes to the result of interest is 
often very small; for instance, studies 
have demonstrated that only a very small 
fraction of the data in a mass spectrum or 
an infrared spectrum is needed for posi- 
tive identification of a pure compound 
(12). Ideally, then, the analysis time 
could be reduced by a very large factor 
over the total matrix approach. 

A procedure that would seek out the 
most relevant data might begin by per- 
forming some tests for the classes of 
compounds or phenomena of interest. 
Only the positive results would be fol- 
lowed up with increasingly selective 
tests that terminate as soon as positive 
identification or accurate quantification 
is made. If the original goal statement 
leads to unsatisfying results, it must be 
modified and the experiment repeated. 
This approach would use the real-time 
decision-making capability of the com- 
puter to the fullest in order to keep high 
throughput without sacrificing the selec- 
tivity available in multidimensional in- 
struments. It requires that the instru- 
ment parameters are tractable to com- 
puter control and that the interpretation 
times of the test results are short. I am 
not aware of any instruments that follow 
such a procedure at this time, but I 
believe they will be developed. Part of 
this conviction is based on the fact that it 
is the computer implementation of the 
procedure scientists follow when faced 
with a complex problem to solve (13). 
The "try every combination" approach 
is only taken when analytical reason has 
failed. 

Distributed Intelligence and 

M~~ltiprocessor Systems 

It was a major step when the computer 
entered the laboratory as opposed to the 
laboratory data being carried to the com- 
puter. The concept of the "central" 
computer has remained, however, even 
in the laboratory. When additional in- 
struments were computerized. they were 
often just "attached" to the same mini- 
computer after it was upgraded to handle 
multiple tasks and time-shared opera- 
tions. This situation was common during 
the attachment phase of computer appli- 
cations. In the absorption phase a dedi- 
cated computer is required for each in- 
strument, which is economically feasible 
with the microprocessor. In the mean- 
time, scientists have become accus- 
tomed to the now powerful data process- 
ing, display, storage, and programming 
capability of the well-developed general- 
purpose computer. Of course, a micro- 
processor can also be expanded to this 
capability, but then it is, in cost and fact, 
the same as a general-purpose computer. 
Some of the best of both worlds can be 
achieved if the dedicated microprocessor 
is connected, along with other micro- 
processor-based instruments, to the 
time-shared computer. This larger com- 
puter can provide and share the expen- 
sive functions of printing, plotting, stor- 
age, and high-level processing while the 
dedicated microprocessor tends the im- 
mediate needs of its instrument. These 
comprise the first two levels in a hier- 
archical system of distributed process- 
ing. 

Communication standards. Micro- 
processors are now frequently used as 
process controllers in smart devices that 
are intended to be connected to general- 
purpose computers. These are subsys- 
tems of varying intelligence for which 
the microprocessor was a convenient 
building block. Examples of intelligent 
subsystems include many computer pe- 
ripherals, graphics displays, data log- 
gers, and a variety of electronic test 
instruments. Scientific instrument manu- 
facturers are also beginning to think of 
instruments as elements in an extended 
information system rather than stand- 
alone devices (14, 15). 

The development of standards for data 
communication among devices is greatly 
aiding this process. Two of these stan- 
dards are now dominant: the serial asyn- 
chronous communication link with AS- 
CII-formatted data and the IEEE-488 
standard bus for programmable instru- 
mentation (16). The former is the "tele- 
type" standard for common computer 
peripherals. and the latter is a general- 
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purpose interface bus, first designed by 
Hewlett-Packard to bring various combi- 
nations of generating and measuring in- 
struments under common intelligent con- 
trol. Instrument and computer manufac- 
turers now provide a "488" bus connec- 
tion option for almost 2000 products, 
which makes it relatively easy to  assem- 
ble custom intelligent systems from off- 
the-shelf components (17). Properly im- 
plemented, distributed intelligence has 
the great advantage of allowing each 
processing task to  be performed by the 
most effective processor for that task. 

Parallel processing. As more complex 
instruments are developed, the number 
of high-speed and often simultaneous 
tasks that need to be be performed can 
easily exceed the capabilities of a micro- 
computer, or even a fairly sophisticated 
minicomputer. It  is not necessary to run 
all the tasks through a single processor, 
especially since the CPU is one of the 
least expensive parts of the computer. 
Multiple processor systems provide in- 
creased computing power through simul- 
taneous task execution and simplifica- 
tion of the task-assignment software. 
Distributed intelligence systems are, of 
course, multiple processor systems, but 
they are generally too loosely bound 
together to provide the concerted in- 
crease in computing power required by 
the next generation of instruments. This 
will probably be met by parallel process- 
ing systems-a closely linked set of pro- 
cessors with independent memory and 
functionality, but with shared communi- 
cation links and peripherals. At least one 
supplier of modular microcomputer 
products (Intel) already supports a well- 
developed system for parallel process- 
ing. The power of parallel processing is 
probably essential for intelligent real- 
time experimental control in multidimen- 
sional instrumentation, but even without 
the need for parallel execution, the sim- 
plification it affords in task mixing and 
priority-setting may make parallel pro- 
cessing attractive. 

The Software Problem 

The cost of computing hardware has 
continued to plunge while computing 
power and ease of interfacing have in- 
creased. This has made it increasingly 
easy to put together the hardware to  
perform complex operations. However, 
the software required, especially for 
varying combinations of complex opera- 
tions, is not so easily implemented. Thus 

as our expectations for the software have 
increased and hardware costs have de- 
creased, software has rapidly become 
the major expense and the limiting factor 
in the advancement of microcomputer 
applications. The cost of software devel- 
opment is now estimated to be more than 
80 percent of the total production cost of 
the average computer-based product 
(18). This limitation can be even more 
serious for scientific instrumentation, 
which lacks the economic base of the 
word processor or arcade game markets. 
Fundamental breakthroughs are required 
to solve this problem. These could come 
in several areas, in most of which the 
computer is invoked to aid in solving its 
own problem. One area is in the develop- 
ment of programs that can write pro- 
grams. The description of the desired 
program would be given in statements 
more like English (19, 20) than like cur- 
rent computer languages. Another area 
is in the development of microcomputers 
that execute high-level programs direct- 
ly. Such processors will speed execu- 
tion, simplify programming, and further 
reduce hardware requirements (21). Still 
another possibility is the incorporation 
of more task-specific hardware such as a 
data logger that does not have to be 
programmed. 

The Science of Scientific Instrumentation 

I have explored in this article possible 
trends and capabilities for intelligent in- 
struments in the future. If such instru- 
ments are to be available to advance 
science and to be applied in the social 
fields of energy, health, and environ- 
ment, how will they be brought about? 
Who is going to explore these directions 
so that a few years from now these new 
capabilities will be available in our labo- 
ratories'? Just as fundamental work in 
solid-state physics spawned the great 
semiconductor revolution, science often 
explores and explains new phenomena 
which the technological side of society 
then applies. This process is not strictly 
one-way, however, because it is this 
same technology that then supplies the 
tools (instruments) necessary for the 
next advances in science. We must rec- 
ognize that the side of this cycle that 
reduces new science to practical devices 
is driven by the economy, not by scien- 
tific altruism or  curiosity. That is why 
the sophistication in computer-based of- 
fice equipment and entertainment de- 
vices is far beyond that in our latest 

instrumentation. It is somewhat sobering 
to realize that we would not have inte- 
grated circuits o r  microprocessors to  use 
in our instruments at all, if it were not for 
the military, business, and entertainment 
markets. What scientists would not be 
excited to  have the graphics capability in 
their instrumentation that is now com- 
monplace in arcade games? In order to  
help close the loop, scientists must be 
involved in the feedback from technolo- 
gy as well as  the feedforward. 

Unfortunately, this has not generally 
been recognized as an essential function 
for scientists. A recent analysis, summa- 
rized in Table 1, shows that many signifi- 
cant scientific advances that have affect- 
ed scientific instrumentation have done 
so 10 to 20 years after their first commer- 
cial use. Clearly, it is in the best interests 
of science to shorten this cycle signifi- 
cantly. This process could be aided 
greatly by ensuring that science students 
have the opportunity for formal educa- 
tion in the principles of electronics, com- 
puter science, and statistical analysis. In 
the subdiscipline of instrumentation, 
well-prepared researchers will combine 
solid science with the principles of elec- 
tronic and computational data manipula- 
tion to develop the bases for the tools we  
need for the future. After all, if we  are 
going to put intelligence in scientific in- 
struments, it should be the scientist's 
intelligence we put there. 
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