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Computer users are discovering that 
graphical interaction is a more comfort- 
able and friendly interface between hu- 
man beings and computers than punch 
cards or keyboards and tabular printout. 
The economic consequences of this fact 
have made computer graphics a subject 
of serious study. Improvements in 
graphics algorithms along with a steady 
reduction in the cost of hardware are 
leading to an expansion of computer 
graphics into applications including de- 
sign, instruction, medicine, communica- 
tions, business, and entertainment as 
well as scientific research. This article, 
after a brief introduction to general prin- 
ciples, describes recent advances in 
computer graphics software and hard- 
ware and surveys some of the more 
interesting application areas. The reader 
should note that computer graphics is 
just one aspect of picture processing and 
that advances of the same magnitude 
have occurred in related fields such as 
pattern recognition, image enhancement, 
and image coding (1). 

Digitally generated graphical display is 
nearly as old as digital computing itself. 
The Whirlwind I computer, which first 
became operational in 1950, had a facili- 
ty for plotting points on a cathode-ray 
tube (CRT) while automatically photo- 
graphing the resulting graph (2). Users 
were encouraged to use this facility not 
only because it saved precious machine 
cycles that would otherwise be wasted 
by printing verbose tabular results, but 
also because a graphical presentation 
was a more sensible format for the re- 
sults of most scientific computing. 

The birth of interactive computer 
graphics can be traced to Sutherland's 
SKETCHPAD system in 1963 (3). 
SKETCHPAD was the first good exam- 
ple of a system that permitted humans to 
communicate in a natural and efficient 
manner with a computer. The ideas be- 
hind it were soon extended to three 
dimensions, allowing designers to build 
and manipulate solid structures interac- 
tively (4). In the middle 1960's, aircraft 
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and automobile manufacturers devel- 
oped large interactive systems that made 
computer graphics an indispensable tool 
for the design process (5). Computer- 
aided design (CAD), because of its prom- 
ise as a productivity enhancer, remains a 
vital research topic (6). 

Beginning in the late 1960's research- 
ers began to develop algorithms to gener- 
ate shaded images of solid objects. These 
techniques for producing completely 
synthetic images are rapidly moving to- 
ward the capability to produce pictures 

puter graphics system consists of only a 
host computer equipped with a graphical 
input device and a graphical display de- 
vice that can be rapidly updated. The 
rapid update requirement currently lim- 
its interactive applications to CRT's or 
plasma panels. CRT's are by far the most 
widely used. 

Unless scanned in from a camera or 
manually entered by an artist, the draw- 
ings that appear on a display screen are 
generated from a mathematical represen- 
tation, stored in the memory of the host 
computer, that defines the objects shown 
on the display. The highest level of rep- 
resentation is called an object descrip- 
tion. For line drawing display systems, 
this object description is translated into a 
display list, a set of lower level drawing 
commands that is interpreted by the dis- 
play hardware. A very simple represen- 
tation, which serves as both object de- 
scription and display list, is a list of line 
segment endpoints for a line drawing 
display. Each endpoint consists of a two- 
or three-dimensional vector defining its 
location. (In addition to its conventional 
detinition as an n-tuple of coordinate 

Summary. Computer graphics, no longer a novelty, is on its way to becoming the 
preferred interface between humans and computers. Continued advances in the 
development of graphics algorithms are improving the quality and usefulness of this 
interface. Decreasing hardware costs have enabled an expansion of graphics into 
more diverse applications. 

which cannot be readily distinguished 
from pictures of real scenes. Making the 
image generation procedures efficient 
presently poses one of the greatest chal- 
lenges to researchers in computer graph- 
ics. 

Although three-dimensional computer 
graphics has attracted a great deal of 
attention, most applications in business, 
communications, and entertainment rely 
primarily on two-dimensional graphics 
techniques. In contrast to three-dimen- 
sional graphics, whose complexity is 
something of a barrier to its widespread 
use, hardware and software for two- 
dimensional graphics are readily avail- 
able and easy to use. 

General Principles 

A desk-top computer connected to an 
inexpensive paper plotter is a simple 
graphics system that is useful for plotting 
the results of one- or two-dimensional 
simulation, for plotting pie charts or bar 
graphs, for creating plots that summarize 
an experiment, or for other noninterac- 
tive uses. The simplest interactive com- 

values, the term vector is often used in 
the graphics literature as a synonym for 
stroke or line segment. To avoid confu- 
sion, this article adheres to the conven- 
tional definition.) 

Useful graphical interaction requires a 
facility for moving a picture or parts of it 
in ways specified by the user. The de- 
signer of a three-dimensional machine 
part, for example, needs to view the 
object from many angles to ascertain its 
shape. The motions can be broken down 
into the primitive operations of rotation, 
translation, and scaling, which are imple- 
mented by matrix multiplication, vector 
addition, and scalar multiplication, re- 
spectively. For realistic viewing of three- 
dimensional objects, a perspective trans- 
formation is usually concatenated with 
the other transformations. A more con- 
venient method of representing positions 
in three-dimensional space is the use of 
homogeneous coordinates (3, which 
represent each point with four coordi- 
nate values. The use of homogeneous 
coordinates permits all transformation 
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operations, including the perspective 
viewing transform, to be incorporated 
into a single matrix multiplication. The 
translation and scaling operations permit 
a viewer to magnify selected regions of 
an object, but the remainder of the object 
may be transformed to positions that lie 
outside the boundaries of the viewing 
screen. These outlying portions of the 
object are removed from the display list 
by another primitive display operation 
called clipping. Some high-performance 
display systems perform the transforma- 
tion and clipping functions in special- 
purpose hardware. 

Display Hardware 

Aside from paper, the most common 
display media for computer graphics 
have been directed beam CRT's, direct 
view storage CRT's, and raster scan 
CRT's (8). All CRT's display informa- 
tion by directing an electron beam of 
controlled intensity at a phosphor-coated 

screen, which fluoresces with a bright- 
ness that is a function of the beam ener- 
gy. For directed beam and storage 
CRT's, which are classified as calli- 
graphic devices, the electron beam can 
be steered in any direction across the 
screen (Fig. 1). For the raster scan CRT 
the electron beam is swept across the 
screen in a fixed area-filling pattern com- 
posed of horizontal scan lines as illus- 
trated in Fig. 2. Calligraphic displays are 
intended for line drawing, while raster 
scan CRT's are suitable for displaying 
solid shaded areas on the screen. The 
common household television CRT is of 
the raster scan variety. 

The storage CRT is a special type of 
directed beam CRT which, as its name 
implies, retains brightness levels within a 
special structure on the face of the tube 
with no need for external refresh circuit- 
ry. The conventional directed beam tube 
has no special structure on its face other 
than a phosphor screen. Consequently, 
lines that appear on the screen must 
constantly be refreshed to remain visi- 

FIE. 1. COmDleX assembly aisDlayea on a calllgrapnlc catnoae-ray tuoe. y. r. casrman, 

Fig. 2. A raster pattern is 
formed by repetitively sweep- 
ing an electron beam from left 
to right across the screen of a 
cathode-ray tube. For the re- 
turn sweep from right to left, 
the electron beam is turned 
off. Images are formed on the 
screen by varying the beam 
energy during the visible 
sweep. 

ble. To provide a refresh rate that is 
sufficiently high to avoid flicker, the 
electronics used to deflect the beam 
must have high speed and power capabil- 
ities and are expensive as a result. How- 
ever, with the screen constantly being 
redrawn, there is no penalty for changing 
the drawing from one refresh period to 
the next. This ability to provide a 
dynamically changing image makes the 
directed beam CRT a popular choice for 
high-performance interactive applica- 
tions. In addition to the CRT, its power 
supply, and beam deflection electronics, 
commercial display systems contain cir- 
cuits to perform many of the low-level 
graphical operations. For example, rath- 
er than have the host computer address 
and brighten points on the display screen 
to produce lines, almost all calligraphic 
display systems include a hardware 
stroke generator that can intensify the 
entire length of a line segment if given 
only the endpoint locations of the line. 
As mentioned previously, some also in- 
clude transformation and clipping pro- 
cessors. 

Borrowing from mass-market televi- 
sion technology, raster scan tubes are 
the least expensive type of CRT. Fur- 
thermore, the ability to paint filled areas 
on a screen gives raster display an ad- 
vantage in applications where line draw- 
ings do not serve well. Like the directed 
beam CRT, the raster scan tube must 
also be refreshed continuously from a 
memory. However, the refresh data con- 
sist not of line segment endpoints but of 
intensity values corresponding to each 
point of the video signal along a scan 
line. If each scan line is represented by 
512 sample points, called picture ele- 
ments or pixels, and 512 scan lines are 
displayed, a resolution that corresponds 
roughly to the format of broadcast video, 
then,262,144 pixels must be stored in the 
refresh memory. While the memory of a 
general-purpose computer can some- 
times be used to store refresh data (9), 
the overhead of transferring 114 million 
pixels to the CRT every 1/30 second is 
beyond the capacity of most computer 
systems. However, the low cost of semi- 
conductor memory makes it practical to 
build special-purpose memories, called 
frame buffers, for the specific purpose of 
refreshing raster scan CRT's (10). A 
frame buffer has two access ports-one 
for the host computer to read and write 
and a second one read by the video 
refresh circuits. Most frame buffers also 
include processing elements to draw text 
and elementary shapes such as lines, 
rectangles, and circles. Since raster 
processing steps vary widely between 
one application and another, fixed-func- 
tion, special-purpose display hardware 
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has a limited utility. One economical 
approach to display system design now 
being offered in raster equipment is to 
dedicate a high-performance, user-pro- 
grammable processor to the display 
function. The user is then able to transfer 
his own unique procedures from the host 
to the peripheral processor. 

The most common way to display ras- 
ter scan images in color is to use a 
shadow mask type of CRT whose screen 
is covered by an array of three types of 
phosphor dots that emit red, green, and 
blue light, respectively. Three electron 
beams instead of one are directed at the 
screen through the shadow mask, a met- 
al sheet with thousands of carefully 
placed openings located between the 
screen and the source of the electrons. 
The electron beams, the shadow mask, 
and the phosphors are all precisely 
aligned so that each electron beam con- 
trols only one of the three primary col- 
ors. Any other colors are represented by 
a mixture of red, green, and blue. Color 
pictures can be produced on a calligraph- 
ic display with a beam penetration-type 
tube whose screen is coated with two 
layers of phosphors that emit different 
colors. The color emitted from the 
screen is then a function of the electron 
beam energy. 

Each of the three CRT technologies is 
being constantly improved, and as a re- 
sult many of the original drawbacks of 
each type have been overcome. For in- 
stance, storage tubes are now available 
which simultaneously display both static 
stored vectors and refreshed vectors 
which can be dynamically changed. 
Frame buffers, previously regarded as 
strictly a medium for static image dis- 
play, are being used increasingly for dis- 
play of moving images. There are also 
new attempts to apply less expensive 
raster displays to line drawing applica- 
tions, but the superior resolution of di- 
rected beam displays helps to maintain 
their dominance of this market. The in- 
herent two-dimensionality of the display 
screen is a handicap of all CRT's. True 
three-dimensional display can be provid- 
ed by stereo viewing (11) or the use of 
a vibrating curved mirror whose chang- 
ing focal length gives apparent depth to 
the reflection of an image on a CRT 
(12). 

Geometric Modeling 

Geometric modeling for two-dimen- 
sional graphics is relatively simple. A 
straight line can be defined by a vector at 
each endpoint and a circle by the loca- 
tion of its center and the length of its 
radius. A more complicated curved line 

may be represented by the coefficients of 
its equation. For threedimensional 
graphics these curves generalize nicely 
into polygons, spheres, and more com- 
plicated surfaces. However, applications 
for which complex three-dimensional ob- 
jects are to be assembled and interactive- 
ly manipulated call for specialized geo- 
metric representations. Almost all of 
them fall into the category of either con- 
structive solid geometry representations, 
which describe an object as a solid vol- 
ume, or boundary representations, 
which define an object in terms of its 
surface (13). 

The modeling approach for construc- 

tive solid geometry is to build complex 
objects from algebraic combinations of 
simpler objects. Solid volumes are de- 
fined by the union, intersection, or dif- 
ference of elementary solids such as cyl- 
inders, spheres, boxes, and so on. For 
instance, a cylindrical rod with several 
holes drilled through it can be described 
as a cylinder minus its intersection with 
several smaller cylinders, where each of 
the smaller cylinders represents a drill 
hole. 

Boundary representations are avail- 
able in several varieties. The mechanism 
shown in Fig. 3, for example, contains 
both polygonal and cylindrical faces. For 

Fig. 3. The three components of this escapement mechanism were designed by using a 
boundary representation type of solid modeling system. [J. Davis and M. Bailey, Department of 
Mechanical Engineering, Purdue University] 

Fig. 4. Object shown 
without hidden lines 
removed, with hidden 
lines removed, and 
shaded with hidden 
surfaces removed. 
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Fis. ,. ,pprc, .... ,,,, by 841 polygons shown t....-." ....- ss with flat shading on the .---, 
Gouraud smooth shading in the center, and Phong shading on the right. 

the design of automobile bodies, ship 
hulls, the exterior surfaces of aircraft, 
and other applications where smooth- 
ness is important, free-form sculpted 
surfaces serve well. ~hese 'are  typically 
piecewise polynomial functions of two 
variables which are formed by manipu- 
lating the surface equation coefficients 
(14). They have become popular because 
techniques exist for specifying the coeffi- 
cient values in a natural and intuitive 
way and because the surfaces exhibit 
desirable properties that can be easily 
controlled. 

As an alternative to describing objects 
with long lists of numerical data, proce- 
dural models represent objects by a short 
list of data to specify the attributes of the 
object and a pointer to a computer proce- 
dure that knows how to construct the 
object (15). Objects with symmetry, such 
as those bounded by surfaces of revolu- 
tion, or objects formed by extrusion, can 
be represented compactly. Another ex- 
ample is a fractal curve, a mathematical 
construction whose statistical properties 

Fig. 6. The shading model used to produce this picture incorporates reflections between objects, shadows, and transparency w~th refraction. 
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are similar to those of objects found in 
nature (16). Procedures for producing 
fractal surfaces suitable for use in three- 
dimensional display applications yield 
pictures with remarkably rich detail, as 
illustrated in the cover picture (17). 

Algorithms 

Fig. 7. Polygon ren- 
dering with and with- 
out anti-aliasing. 

A collection of graphics hardware con- 
nected to a computer is not very useful 
without the support of a set of software 
tools for user interaction and display. 
Graphical user input to a computer is 
accomplished through operations per- 
formed by one or more input devices. A 
tablet-type input device transfers to the 
host computer a sequence of coordinate 
values reflecting the current position of 
the pen on the tablet, while a joy stick 
generates data representing the rate of 
change of position and a mouse provides 
a measure of incremental change of posi- 

to hidden surface elimination. Visible 
surface algorithms, sometimes called 

faces. Recent efforts have yielded algo- 
rithms for directly rendering higher order 
surfaces (21) without resorting to an a 
priori approximation by polygons. 

Intensity values for shaded pictures 
are a function of surface orientation, 
light source direction, and surface prop- 
erties. The simplest shading model is 
based on Lambert's law, with the reflect- 
ed intensity proportional to the cosine of 
the angle between the surface normal 
and the light source direction. If a mesh 
of polygons is used to approximate a 
curved surface, the simplest shading 
technique will yield a faceted appearance 

tion. In their typical use, these types of 
devices are classified as locators. The 
other three classes of input device are 
the pick, a device for selection, such as a 

hidden surface algorithms, determine the 
correspondence between points on a 
three-dimensional surface and points on 
an image plane (the plane that represents 

lightpen; the button, such as a key on a 
keyboard; and the valuator, a device for 
input of numerical values (18). This clas- 
sification is based on a device's use 

the two-dimensional viewing screen), de- 
termine visibility at each point on the 
image plane, and determine an intensity 
value for each visible point (20). The 

rather than its specific characteristics. In 
many applications a single tablet per- 
forms all four classes of functions. Com- 

advantage of a shaded display is its supe- 
rior ability to give the viewer a sense of 
shape and depth, as illustrated in Fig. 4. 

puters interpret this low-level graphical Originally, hidden surface algorithms 
input through languages similar to those 
used for textual input. Design of graphi- 
cal interaction languages is recognized as 
one of the most difficult problems in 

were applicable only to polygonal sur- 

graphics, partly because of the need to 
account for human behavior in the soft- 
ware and partly because of the need to 
create a unique language structure for 
each application. There is an enormous 
amount of research yet to be done in this 
area. 

For graphical display, well-known 
techniques exist fo; transformation and 
clipping, line and curve drawing, two- 
dimensional polygon filling, and other 

Fig. 8. This high-qual- 
ity image of six base 
pairs of a DNA mole- 
cule is a single frame 
from an animated se- 
quence. [N. Max, 
Computer Graphics 
Group, Lawrence Liv- 
errnore National Lab- 
oratory] 

similar operations. Yet interest in these 
operations is being revived by the pros- 
pect of implementing them in very large 
scale integrated (VLSI) circuits. Algo- 
rithms that might not be practical for 
general-purpose computers can make 
good use of the parallelism available in 
VLSI implementations (19). 

Another area of active research on 
display algorithms is the synthesis of 
realistic pictures of three-dimensional 
scenes. This activity began with the de- 
velopment of algorithms for hidden line 
removal. With the advent of shaded dis- 
play on raster devices, attention turned 
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since the surface normal is constant 
across the face of each polygon. Two 
advances toward more realistic images 
are Gouraud's idea of linearly interpolat- 
ing intensity values across the face of a 
polygon to create the illusion of a smooth 
surface (22) followed by Phong's reflec- 
tion model that includes highlights as 
well as diffuse reflection (23). The im- 
proved appearance produced by these 
models is evident in Fig. 5. Models exist 
for other lighting effects such as the 
simulation of transparency, shadows, 
and texture, but the number of comput- 
ing cycles needed to incorporate these 
features into a synthetic image has 
grown to many times that needed to 
simply determine which surface is visi- 
ble. Figure 6, for example, required 
more than 1 hour to compute on a large 
minicomputer (24). 

Because images displayed on a raster 
device exist only as discrete sample 
points rather than a continuous signal, 
they are subject to a disturbing artifact 
known as aliasing (25). The most com- 
mon form of this artifact is the jagged 
appearance of the boundaries of shaded 
regions. The effects of aliasing can be 
reduced (not eliminated) by using dis- 
plays of higher resolution, but a more 
effective approach is to blend intensities 
along region boundaries in such a way 
that the jagged lines appear smooth (Fig. 
7). However, calculation of the blended 
intensity values, a process called anti- 
aliasing, is not a trivial task. 

Scientific Applications 

Automatically plotting the results of 
scientific computation has always been a 
major use of computer graphics. Com- 
puter-generated animation in particular 
continues to provide an effective visual- 
ization tool, allowing researchers to view 
dynamic simulations of chemical, physi- 
cal, mechanical, or strictly mathematical 
constructions (26). 

For chemists, computer graphics is 
probably the only reasonable method for 
investigating the interaction between 
large molecules. Whereas the traditional 
plastic model of molecules may be 
bulky, fragile, and difficult to modify, the 
computer model has none of these draw- 
backs (27). For interactive use, chemists 
must rely on wire frame display, which 
can be manipulated in real time. If line 
segments in the display represent chemi- 
cal bonds, the user is able to view and 
modify bond angles, bond length, and 
placement. A chemist may synthesize a 
new molecule graphically before synthe- 
sizing it chemically, or may interactively 
construct an existing molecule whose 
properties are known but whose struc- 
ture is not well understood. Shaded pic- 
tures like Fig. 8 provide additional infor- 
mation by displaying the atomic surfaces 
and by providing distinct colors for dif- 
ferent types of atoms (28). 

At the other end of nature's scale, 
computer animation applied to astrono- 
my permits several million years of ga- 

Fig. 9. In this integrated circuit layout different colors correspond to individual mask layers. [B. 
Ackland and N. Weste, Bell Laboratories] 

lactic interactions to be compressed into 
a few seconds. Astronomers can test 
models of galactic evolution and interac- 
tion by comparing a computer-generated 
view of model galaxies to the static 
views seen through their telescopes. 
Within our own solar system, Blinn's 
realistic animation of Voyager spacecraft 
maneuvers for the Jupiter and Saturn 
flybys, shown to the general public on 
network newscasts, is a NASA mission 
planning aid as well as a great public 
relations product (29). 

Applications in Computer-Aided Design 

Computer-aided design is dominated 
by the two areas of electronic circuit 
design and geometric design. Both areas 
depend heavily on computer graphics. 

Color two-dimensional graphics for in- 
tegrated circuit layout is especially im- 
portant since symbols are not always 
used to designate circuit elements. In- 
stead, designers often work directly with 
color-coded geometric representations 
of the mask layers themselves. Line 
drawing representations or black and 
white shaded drawings used for interac- 
tive layout are ambiguous and therefore 
prone to misinterpretation. The advan- 
tage of color is evident in the example 
shown in Fig. 9, which is taken directly 
from the CRT screen of an interactive 
design station (30). 

For three-dimensional geometric de- 
sign, computers and computer graphics 
provide an interactive input medium us- 
ing CRT-based design stations, a book- 
keeping system using the computer's 
bulk memory, and an automatic drafting 
facility using paper plotters. Considering 
the size and complexity of such large 
projects as nuclear power plants, it is 
hard to imagine a design system without 
a computer to keep track of the parts. 
The once painful process of modifying an 
architectural drawing is simply a matter 
of entering a design change into the 
computer, and the tedium of drafting 
separate floor plans for several nearly 
identical floors of a skyscraper is re- 
duced to entering only the differences 
between the plans (31). 

Geometric CAD relies mainly on inter- 
active line drawing displays, but when 
aesthetic considerations are important, 
only shaded renderings are acceptable. 
The high cost of interactive image gener- 
ation hardware has prevented its use for 
CAD, and software implementations of 
shaded display algorithms are much too 
slow for interactive use. One possibility 
considered by some manufacturers is a 
dual set of displays: an interactive line 
drawing system alongside a noninterac- 



Fig. 10. One frame of a sequence produced in real time on the Evans and Sutherland CT-5 computer image generation processor for use in flight 
simulators. [Evans and Sutherland Computer Company] 

tive raster display. A designer would 
build a three-dimensional structure by 
using the line drawing display and pause 
to see what it looks like on the raster 
display. 

Applications in Flight Training 

Flight training in real airplanes is not 
only dangerous and expensive, but in 
such cases as training astronauts to land 
on the moon it is impossible. The role of 
computer graphics in ground-based flight 
simulators is to provide to a pilot an 
image that closely mimics the view seen 
from his cockpit window in an actual 
airplane. Image generation for nighttime 
flying is a relatively easy task since the 
points of light seen from the air at night 
can be drawn in real time by a calligraph- 
ic display. For daytime simulators the 
problem is much more difficult because 
of the need to generate shaded images of 
complex scenes containing mountains, 
buildings, and other ground-based ob- 
jects in full color at the rate of one image 
every 1/30 second (32). The only answer 
to such stringent requirements is the use 
of special-purpose hardware for image 
generation. Although features such as 
realistic display, freedom from artifacts, 
and real-time performance are all goals, 

real-time performance is a hard and fast 
constraint and the other features must be 
compatible with it or suffer some degra- 
dation. Most computer image generation 
hardware attempts to minimize the ef- 
fects of the aliasing artifact since it is 
most detrimental to the effectiveness of 
training in the simulator. Visual effects 
that add to the realism of the simulator 
images are haze (shown in Fig. lo), fog, 
and even skid marks on runways. 

Applications in Communications and 

Business 

Computer terminals are evolving into 
a new generation of intelligent terminals 
and personal computers, most of which 
support the input and displ'ay of graphics 
as well as text. The forerunner of this 
trend was the Xerox Alto, a personal 
minicomputer that included a mouse for 
graphical input and a high-resolution ras- 
ter display (33). With the rapid growth of 
both home computing and office automa- 
tion one would anticipate that two-di- 
mensional computer graphics will be- 
come as common as typewriting. 

In order to reach a still wider market, 
the communications industry is experi- 
menting with systems to display text and 
graphics on home television receivers 

(34). In the early 1970's the British 
Broadcasting Corporation introduced 
teletext, a system for transmitting text 
and graphics in an unused portion of the 
television signal. A decoder built into the 
television receiver created the display. 
Following that, the. British Post Office 
introduced viewdata (known as videotex 
in the rest of the world), which uses a 
decoder to connect the television receiv- 
er to telephone lines, providing a service 
similar to teletext with two-way capabili- 
ties. Because each of these systems 
transmits an encoded version of the im- 
age itself, the image quality is severely 
limited by the low bandwidth of the 
transmission channel. 

The Canadian videotex standard, Teli- 
don, promises higher quality graphics by 
placing extra processing power in the 
terminal decoder. The decoding proces- 
sor interprets a display list that requires 
much less bandwidth than an encoded 
image to transmit. However, before flex- 
ible graphics systems such as Telidon 
become common in homes, terminal pro- 
cessors must become far less expensive 
than they are today. 

Computer graphics is becoming an es- 
sential part of business communications. 
Instead of armies of artists manually 
producing slides, charts, and overhead 
transparencies, much of this work is now 
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Fig. 11. Page from a "computer book," in this case a repair manual, in which the reader 
interacts directly with the graphics display terminal. Whereas pages and chapters in a printed 
book have a fixed order, the computer book has a more flexible organization. [S. Feiner and A. 
Van Dam, Department of Computer Science, Brown University] 

being done automatically or with com- 
puter assistance. A natural extension to 
this trend is to bypass the printed or 
photographic media and bring the graphi- 
cal information directly to the reader via 
CRT-based graphics terminals, as shown 
in Fig. 11. 

Applications in Art and Entertainment 

Artistic applications employ both two- 
and three-dimensional computer graph- 
ics techniques. Several commercial stu- 
dios and special effects shops are at- 
tempting to create economical systems 
for computer-assisted conventional two- 
dimensional animation of anything from 
Saturday morning cartoons to feature- 
length films. The combination of an input 
tablet and a frame buffer is used as a 
paintbrush and canvas. By drawing into 
computer memory rather than onto pa- 
per, the path is opened for automating 
many of the more tedious parts of con- 
ventional animation, although formida- 
ble problems have been encountered in 
trying to impart the animator's skill to 
software (35). 

The artwork used for television adver- 
tising is probably the form of graphics 
most familiar to the layman. Although 
most of the computer-generated three- 
dimensional effects used in advertising 
combine rudimentary computer graphics 
with a heavy dose of conventional opti- 
cal techniques, better equipment and al- 

gorithms are bringing more of the image 
generation process into the digital do- 
main (36). This trend demands the use of 
techniques for realistic display on the 
order of that illustrated in the picture on 
page 766. 

New Directions 

Flight simulator, entertainment, and, 
to a lesser extent, CAD applications 
need more efficient methods to produce 
realistic images. The lack of a real-time 
constraint in entertainment applications 
should permit an approach with fewer 
compromises in image quality. All appli- 
cations involving raster displays need 
more efficient remedies for the aliasing 
problem. In each case inexpensive pro- 
cessing power provided by VLSI is ex- 
pected to be the key to meeting these 
needs. This is a peculiar case of techno- 
logical "tail chasing," since advances in 
VLSI are closely tied to better graphical 
design aids (37). 

An inevitable effect of lower hardware 
costs is the wider availability of graphics 
systems, but their acceptance by non- 
technical users depends on improved 
user interfaces. One is prompted to look 
for computer graphics in unexpected 
places within the home, office, and labo- 
ratory. More specific predictions are not 
likely to be fruitful. After all, 10 years 
ago who would have expected to find a 
computer as part of a washing machine? 
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