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Data Analysis 

Detecting Climate Change due to 

Increasing Carbon Dioxide 

Roland A. Madden and V. Ramanathan 

The possible climatic effects of large 
increases in atmospheric CO2 due to 
burning of fossil fuels may constitute one 
of the important environmental problems 
of the coming decades. Research efforts 
are being made to reduce the large uncer- 

We first discuss a long time series of 
surface temperatures and the rationale 
on which our estimates of the inherent 
variability or noise are based. Next we 
present the model results for surface 
warming due to the CO2 increase. By 

Summary. The observed interannual variability of temperature at 60?N has been 
investigated. The results indicate that the surface warming due to increased carbon 
dioxide which is predicted by three-dimensional climate models should be detectable 
now. It is not, possibly because the predicted warming is being delayed more than a 
decade by ocean thermal inertia, or because there is a compensating cooling due to 
other factors. Further consideration of the uncertainties in model predictions and of 
the likely delays introduced by ocean thermal inertia extends the range of time for the 
detection of warming, if it occurs, to the year 2000. The effects of increasing carbon 
dioxide should be looked for in several variables simultaneously in order to minimize 
the ambiguities that could result from unrecognized compensating cooling. 

tainties in estimates of future levels of 
CO2 in the atmosphere and in corre- 
sponding model predictions of the cli- 
matic effects of these new levels. Anoth- 
er important aspect of the problem is our 
ability to detect climatic effects of in- 
creased CO2, if and when they occur. 
The inherent variability of climate will 
make detection of changes due to in- 
creasing CO2 difficult (1). If we consider 
climate changes due to CO2 as a "sig- 
nal," then the inherent variability acts as 
a "noise." It is our intention in this ar- 
ticle to provide some quantitative esti- 
mates of this noise and to examine the 
feasibility of detecting a CO2 signal. 

The authors are staff scientists at the National 
Center for Atmospheric Research, Boulder, Colora- 
do 80307. 

comparing the estimated noise to the 
largest and the smallest signals predicted 
by models, we obtain a range of time 
within which we might expect to detect 
the effect of increasing CO2 with some 
degree of statistical reliability. Uncer- 
tainties remain because our current 
knowledge of climate does not allow us 
to distinguish between changes due to 
CO2 and those not due to CO2 (2). How- 
ever, the analysis places the problem in 
perspective. In order to prove or dis- 
prove the existence of the theoretically 
predicted effects of increasing levels of 
CO2, it may be necessary to monitor sev- 
eral variables and formulate arguments 
based on physical as well as statistical 
grounds to minimize the effect of the 
many uncertainties involved. 

Data description. We estimated the 
noise on the basis of nearly continuous 
records of observed monthly mean tem- 
peratures from 1906 through 1977 for the 
12 stations indicated in Fig. 1. Less than 
1 percent of the possible 10,368 (12 x 
12 x 72) monthly mean temperatures is 
missing. Values from the 12 stations 
were averaged to produce zonal mean 
temperatures that we assume to be rep- 
resentative of 60?N. This latitudinal zone 
was chosen because long time series of 
zonal means are more difficult to deter- 
mine at other latitudes. The number of 
available stations with long records is 
more limited farther north and the geo- 
graphic distribution of stations is less fa- 
vorable farther south because of the 
larger percentage of oceans there. 

Estimates of the noise. For the time 
being, we assume that the observed vari- 
ance in the 72-year record results from 
factors other than possible effects of in- 
creasing CO2 and, for the purpose of this 
analysis, is therefore noise (3). Later we 
will consider the contribution that a CO2 
signal, if it exists, might have made to 
the total variance over the 72 years. The 
noise can be reduced by time averaging. 
Jones (4) pointed out that the variance of 
time averages depends mainly on the 
spectral density near zero frequency and 
not on the total variance of the time se- 
ries. For that reason, we first estimated 
the spectrum of the zonal mean temper- 
ature values, or their variance as a func- 
tion of frequency. The data were broken 
up into five time series: one for each 3- 
month season (spring corresponds to 
March, April, and May, and so on) and 
one 12-month annual mean time series. 
Autocovariance functions were comput- 
ed for each series out to a maximum of M 
lags. The autocovariances were then fil- 
tered with a Parzen filter (5) and the 
spectra estimated from the Fourier trans- 
form of the filtered autocovariances. The 
selection of M, the maximum lag, in- 
volves a compromise between mini- 
mizing the variance and minimizing the 
bias in our spectral estimates. By choos- 
ing a small M one obtains a small vari- 
ance or range of statistical confidence 
limits about the estimated spectra, but 
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the bias is correspondingly large. Since it the corresponding seasonal or annual 
is likely that the true spectra fall off with mean temperature. 
increasing frequency (6), a choice of The variance of an N-year average is 
small M to minimize the confidence lim- given by 
its about the spectral estimates could se- X 

riously bias our near-zero spectral esti- N J| s(f)df 
mates downward. We chose M = 27, or 
which results in approximately 9.5 de- 
grees of freedom and a standardized N2 -= S(f)IH(f)N12 df (1) 
bandwidth of 0.069 cycle per year (5). 
We discuss a likely consequence of bias Figure 3 shows IH(f)N!2 for N 2, 10, 
for this choice of M in a later section. and 30. The importance of the low-fre- 

The resulting spectra are presented in quency estimates of S(f) in determining 
Fig. 2. It is important to note that the rN2 is evident from Eq. 1 and Fig. 3. 
variance of 3-month summer means is From Eq. I we estimated rN2 for the 
less than that of 12-month annual means. four seasonal and annual means for vari- 
This is because the variance of winter ous times N. The results are indicated in 
seasons is so much larger than that of Fig. 4, where 2rN is plotted against N. 
summer seasons. Our basis for estimat- The curves for the four seasons resemble 
ing the effect of longer time averages on ones with an N-"2 dependence but they 
the variance is the relationship between do not fall off quite as fast. This is be- 
the input and output spectral density cause the seasonal spectra are approxi- 
functions of a linear system (7); that is, mately constant with frequency; that is, 

-N = SfH N 12 they are similar to spectra of uncorre- 
s(f))N^ = S(f)\H(ff)N' lated data. The spectrum of annual 

where s(f)N is, in this case, the power means differs the most from this behav- 
spectral density function of an N-year ior, having relatively more variance at 
average of spring, summer, autumn, win- low frequencies than at high ones. The 
ter, or annual mean temperatures at fre- resulting decrease in variance with in- 
quency f, H(f)N is the amplitude re- creasing averaging time is correspond- 
sponse of an N-year average, and S(f) is ingly less rapid than that for the seasonal 
the power spectral density function of means. 

Predicted Climatic Effects and 

Estimates of Uncertainty 

Radiative heating. Increasing CO2, 
while holding fixed all the other climate 
parameters that influence the radiation 
budget, will cause radiative heating of 
the surface-troposphere system. The 
hemispheric mean of this radiative heat- 
ing (Aq) (angle brackets designate hemi- 
spheric mean) due to increased CO2 can 
be approximately expressed as (8) 

(Aq(W m-')) = (5.9 ?+- l)ln g; 
1 ?5 g 2 (2) 

g = CO2/CO2; 
250 s CO20 < 330 ppm (3) 

where g is the fractional increase of CO2 
over the reference atmospheric concen- 
tration, CO20. The uncertainty of ? 1 
watt per square meter for the constant 
5.9 in Eq. 2 is.due to possible errors in 
radiation model calculations (9). 

The surface temperature signal. Cli- 
mate models predict that CO2 radiative 
heating warms the surface and tropo- 
sphere. The increase in hemispheric 
mean surface temperature (T,) can be ex- 
pressed as 

(Aq(W m-2)) 
(ATs(K)) = Xo(W m-2 K-') (4) 

where the parameter X0 is determined by 
the feedback processes in the climate 
system, and has been the subject of con- 
siderable research in the last decade. We 
estimate a reasonable range for Xo to be 

I < Xo < 4 W m-2 K-' (5) 

Fig. I. Stations from which 72-year surface temperature records were taken to compute the 
approximate 60?N zonal mean. 
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Most current climate model studies yield 
Xo values ranging from approximately 1 
to 2 W m-2 K-1. We consider 4 W m-2 
K-' to be an upper limit because (i) in 
current climate models mainly positive 
feedbacks are identified, and (ii) we ob- 
tain Xo = 4 W m-2 K-1 if we assume that 
the positive feedbacks are exactly can- 
celed by as yet unidentified negative 
feedbacks or that the climate system is 
actually devoid of positive feedbacks 
(10). Hence in this analysis we will ob- 
tain the lower limit for the signal from 
Eq. 4 with Xo = 4. W m-2 K-1 and sub- 
stituting the lower limit of Aq from Eq. 2. 
Hereafter, this lower limit will be re- 
ferred to as the zero-feedback case. 

Our interest is in high latitudes, for 
which we have estimated the noise and 
where, it turns out, the predicted AT, is 
much larger than (ATs) (8, 11). The high- 
latitude amplification is triggered by the 
coupling between Ts and ice or snow 
cover-that is, the so-called ice/snow-al- 
bedo feedback (11). This amplification is 
significantly enhanced by the interac- 
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tions between Ts, atmospheric humi 
ty, lapse rate, and radiative cooling 
space (11, 12). For this analysis, 
adopt Manabe and Wetherald's (11) g 
eral circulation model (GCM) results 
high-latitude ATs. For a doubling of C( 
their results can be approximately 
rameterized as 

ATs(0) - 14(1 - 1.4 cos 0); 
0 > 55? 

where 0 is latitude. Because of the lo 
rithmic dependence of (Aq) on g (Eq. 
we can express Eq. 6 as 

ATs(0) = 20 In g(1 - 1.4 cos 0); 
> 550 

We adopt Eq. 7 as an upper limit for 
signal and refer to it as the positive-fe 
back case. Manabe and Wetherald's ( 
study is for annual mean conditions < 
hence ignores the seasonal depender 
of AT,, which is shown to be signific 

Period (years) 
20 10 5 3 

0 0.1 0.2 0.3 0.4 

Frequency (cycle/year) 

Fig. 2. Spectra S(f) of the seasonal and anr 
zonal mean temperatures for 60?N. Areas 
der the spectra are proportional to varianc 
a given frequency range. The total variance 
is indicated at the upper right, the bandwi 
(BW) in the center. Spring, summer, autui 
and annual spectra are based on 72-year 1 
ords, winter spectra on a 71-year recc 
Spectra have approximately 9.5 degrees 
freedom. The 95 percent limits are indica 
by dotted lines for the summer spectra. 

idi- by Ramanathan et al. (8). Using a sea- 
to sonal energy balance climate model, Ra- 

we manathan et al. (8) indicated that the po- 
en- lar amplification occurs mainly during 
for late spring and early summer and the 
02, spring-summer maximum in the comput- 
pa- ed AT, agrees closely with Eq. 7. How- 

ever, because of the simplified nature of 
their model, these results should be con- 
sidered tentative and the expected sea- 

(6) sonal variation uncertain. 
ga- Our estimate for the range of ATS(0) is 
2), given by 

1.2 In g < ATs(0) 
20 In g(1 - 1.4 cos 0); 0 > 55? (8) (7) 

the The lower limit is for the zero-feedback 
ed- case and the upper limit for the positive- 
1) feedback case. In using Eq. 4 to obtain 

and the lower limit, we have tacitly assumed 
nce that ATs is independent of season and lat- 
ant itude for the zero-feedback case. 

Equation 8, relating g to ATs, applies 
to the equilibrium (or steady-state) re- 
sponse of Ts to g. Since g is a function of 
time, ATs as given by Eq. 8 should lag in 
time behind g because of the inertia of 
the climate system, which is primarily 
controlled by the thermal inertia of the 
oceans. This important question has re- 
ceived little attention in the literature, 

2 - and recent studies employing simplified 
models of the ocean mixed layer indicate 
that ocean thermal inertia could delay 
the surface warming by periods rang- 
ing from a few years to a few decades 
(13). 

Scenario for CO2 increase. To esti- 
mate the range of the CO2 signal we first 
need an estimate for the time history of 
g. With respect to the future increase in 

- CO2 concentrations, we adopt the pro- 
jections of Baes et al. (14). Those au- 
thors considered two scenarios, one in 
which fossil fuel consumption corre- 
sponding to the present-day growth rate 
of 4 percent is continued indefinitely, the 
second in which there is a 2 percent 
growth rate up to the year 2025 and a 
symmetrical decrease in growth rate 

i thereafter. We will refer to the first as the 
fast growth and the second as the slow 
growth scenario. In addition, Baes et al. 
considered uncertainties about the per- 

5 centage of the additional CO2 that re- 
mains airborne. To estimate the range of 

iual CO2 signal due to the resulting uncer- 
U"- tainty in future airborne levels, we will e in 
e a.2 consider as an upper limit the fast growth 
idth case with 60 percent airborne and as a 
mn, lower limit the slow growth case with 40 
rec- percent airborne. Resulting CO2 concen- )rd. 
dof trations and values of g are shown in 

Oted Table 1. It is assumed that CO2 concen- 
trations are known to 1975. 
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Comparing Signal and Noise 

Although the positive-feedback mod- 
els indicate that there is a seasonal varia- 
tion in the strength of the predicted sig- 
nal, the nature of this variation is not cer- 
tain. Therefore we examine two possi- 
bilities: (i) the predicted maximum in 
signal occurs during summer and (ii) this 
maximum occurs during winter. First we 
consider the summer maximum case, for 
which the largest signal-to-noise ratios 
would be likely (15). 

Before proceeding to compare signals 
with noise, it is important to consider the 
likely effect of bias in our estimates of 
this noise. Our time series consists of 72 
years of data. We cannot adequately es- 
timate variability on longer time scales, 
yet from Eq. 1 and Fig. 3 it is evident 
that the low-frequency variability be- 
comes a major contributor to the vari- 
ance for very long time averages. With 
admitted uncertainty, Kutzbach and 
Bryson (16) have attempted to mesh both 
instrumental and noninstrumental rec- 
ords in order to describe the low-fre- 

1.0 

N =2 

Z 0.6 

I 
- 10 

0 0.1 0.2 0.3 0.4 0.5 
Frequency (cycle/year) 

Fig. 3. Square of the amplitude response 
IH(f)N12 for averages over N=2, 10, and 30 
years. 
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Fig. 4. Twice the expected standard devia- 
tions (2roN) for various averaging times N for 
each season and for annual averages. This is 
the estimated noise. 
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quency variance of winter temperature 
spectra. They found that the average 
spectral value between 100- and 1000- 
year periods is about twice that observed 
for periods near but shorter than 100 
years. This gives us a basis for assessing 
the effect of bias on the summer curve of 
Fig. 4. If we were to model the summer 
spectrum between 0.01 and 0.001 cycle 
per year by twice the value shown in Fig. 
2 in that frequency range, the level of 
20-N shown in Fig. 4 would increase for 
30-year averages (N = 30) by about 26 
percent, from 0.19? to 0.24?C. The per- 
centage increase would be less for short- 
er time averages and greater for longer 
time averages. The corresponding value 
of 20-30 computed for the upper 95 per- 
cent limit of the summer spectrum 
shown in Fig. 2 is 0.34?C, nearly 80 per- 
cent larger than the 0.19?C computed 
from the spectrum itself. We tentatively 
conclude that, although our estimates of 
2o-N are probably biased downward, the 
effect is considerably smaller than that of 
the uncertainty due to sampling variabili- 
ty. This should be true for N on the order 
of 30 years, but bias probably becomes a 
more serious problem for N much larger 
than 30. 

Figure 5, where Eq. 8 is combined 
with the summer curve from Fig. 4 (the 
summer noise), provides an estimate of 
when the predicted signal due to increas- 

ing CO2 (obtained from Table 1) would 
exceed twice the estimated noise. The 
summer noise curve is taken directly 
from Fig. 4; the averaging time in years 
is indicated at the bottom, along with a 
date which is based on the assumption 
that averages begin in 1956 (17). The sig- 

'55 19 

1.4 

'I 

8) 

0 
z 

1.0 

0.6 

0.2 

Year for signal 
1960 1965 1970 

Table 1. CO2 increase estimated from 
tions in (14). For 1985 and 1995 the up] 
(first value) is obtained from the fast 
(60 percent airborne) assumption a 
lower limit (second value) is obtaint 
the slow growth (40 percent airbor 
sumption. 

Year [C 
(ppm) [C 

Before 1930 300 1. 
1955 315 1.4 
1965 321 1.4 
1975 333 1. 
1985 360, 339 1.: 
1995 393, 348 1.: 

nal for the positive-feedback mo 
taken from the maximum value of 
indicated in Eq. 8 for 0 = 60?N. I 
nal for the zero-feedback models i 
from the corresponding minimun 
indicated in Eq. 8. The signm 
plotted against the time scale at I 
of Fig. 5, neglecting any dela3 
might arise from the inertia of the 
system. Displacement of the sign; 
(top) with respect to the noise sca 
tom) is necessary since, for exar 
20-year average from 1956 to 1975 
be an estimate of the 1965 sign, 
two signal curves fan out after 19 
result of the uncertainty in future 
of airborne CO2. The upper limit 
the fast growth, 60 percent airbor 
mates and the lower limit th4 

growth, 40 percent airborne est 
The 95 percent limits about th< 
curve (dotted lines) were dete 
from Eq. 1, with S(f) taken from 

percent limits on the summer sp 
that are indicated in Fig. 2. 

1975 1980 1985 
I I I I I 

o~\ ? . 

-D\ **"- . 
-ron 

eedb Sw growth, 40% airborne_ 

_" ' .Noise'* 
.. . . .. . . . . 

Ze d --"a .." .... ...... ...... Zero feedback _.? X ' I . .. 
L I I I I I I I 

N 2 10 20 30 40 50 60 

Averaging time (years) 
1955 1965 1975 1985 1995 2005 2015 

Year for noise beginning 1956 

Fig. 5. Summer season 2r,N from Fig. 4 (solid line) and 95 percent limits (dotted lines) plotted 
against averaging time and year beginning in 1956. Positive-feedback signal (upper dashed line) 
and zero-feedback signal (lower dashed line) are plotted against the year indicated at the top 
(see text for explanation of upper and lower year scales). Possible delays due to inertia of the 
climate system are not accounted for in the signal. Fanning out of the signal curves indicates the 
uncertainty of future CO2 levels in the atmosphere; the upper values are based on fast growth 
with 60 percent CO2 airborne and the lower values on slow growth with 40 percent airborne. 

projec- To interpret Fig. 5, we first assume 
er limit that we know what the no-signal zonal 
growth 
nd ?the mean temperature (the zonal mean tem- 
ed from perature before any effect due to increas- 
rne) as- ing C02) was, and that the noise curve 

does accurately depict the variability of 
g - time-averaged temperature that is not 

02]/300 due to increasing CO,. Under these cir- 
- cumstances, we would conclude that a 9- 

0;5 year average of summer temperatures 
07 computed from 1956 through 1964 should 
11 come from a distribution with a mean 
20, 1.13 that is displaced 2 standard deviations 
31, 1.16 toward higher temperatures from the no- 

signal zonal mean if the positive-feed- 
back models predict the effects of in- 

)dels is creasing CO2 correctly. If the zero-feed- 
' 
ATs(0) back models are correct, it would require 

'he sig- a 45-year average from 1956 through 
s taken 2000 for a similar situation to occur. We 
n value interpret Fig. 5 as giving an approximate 
ls are range of time when we might expect 

the top to be able to establish statistically that 

ys that model predictions are correct. That 
climate range extends from the present if the 
al scale positive-feedback models are correct to 
le (bot- near the year 2000 if the zero-feedback 
mple, a models are correct. As it turns out, a 20- 
5would year average temperature from 1956 
al. The through 1975 is not higher than a 20-year 
)75 as a average temperature from 1906 through 
e levels 1925; in fact, it is slightly lower (14.2?C 
reflects compared to 14.42?C). Therefore, we 
ne esti- cannot provide statistical evidence that 
e slow there has been an effect due to increasing 
imates. CO2 on the present mean zonal temper- 
e noise ature at 60?N. 
irmined These results are summarized in Fig. 6 
i the 95 in the form of signal-to-noise ratios (sig- 
)ectrum nal/20-N). Curves 1 and 5 come directly 

from Fig. 5 and depict the ratios for sum- 
mer noise and the positive-feedback and 
zero-feedback signals, respectively. Be- 
cause the seasonal dependence of posi- 
tive-feedback signals is not adequately 

1.4 understood, we include three other 
curves in Fig. 6. Curve 4 is the positive- 
feedback signal from Fig. 5 divided by 
20-N for winter seasons. This provides an 

v estimate of the signal-to-noise ratio for 
winter if it turns out that the seasonal de- 

.1 pendence is such that the maximum sig- 
0.6 nal occurs in that season. If that proved 

to be the case, the corresponding signal 
for the other three seasons should be ap- 

0.2 proximately given by (18) 

ATs = 3 In g (9) 

Curve 2 is the signal-to-noise ratio for 
the resulting signal given by Eq. 9 and 
the summer noise. It is meant to approxi- 
mate the signal-to-noise ratio for sum- 
mer, for the case in which the seasonal 

dependence results in a maximum signal 
occurring not in summer, as in curve 1, 
but in winter. A comparison of curves 2 
and 4 illustrates that, even in this case, 



the signal-to-noise ratios would be larger 
in summer. Finally, curve 3 is based on 
an annual average signal given by 

9T = ng +20 Ing (1 - 1.4cos 0) 
Ts A 

(10) 2 
COz 

Equation 10 is based on the assumptic 
that the signal for three seasons is give 
by Eq. 9 and that for the fourth is give 
by Eq. 8. The noise is that determine 
for the annual averages. Since for N > 
curves 1 and 2 fall above curves 3 and 
we conclude that a CO2 signal will t 
easiest to detect in summer unless i 
seasonal variation is significantly d 
ferent from those considered here. 

Like Fig. 5, Fig. 6 is based on the a 
sumption that the thermal inertia of tt 
climate system is zero. Thermal inert 
would displace the curves to the rig] 
through a distance that depends on ho 
much the signal in the surface tempe 
ature is delayed. For example, for 
delay of 10 years, the signal-to-noise r 
tio for the signal from Eq. 9 and the sur 
mer noise would equal one around 19< 
instead of 1977 as indicated by curve 2 
Fig. 6. 

Discussion 

The analysis of observed temperatu 
variability at 60?N indicates that the su 
face warming predicted by current gei 
eral circulation models of climate (1' 
should be evident now or at least with 
the next decade, depending on the se 
sonal dependence of the warming and c 
the ocean thermal inertia of the clima 
system. If the ocean thermal inertia do( 
not delay the signal by more than a de 
ade and the warming peaks in spring 4 

summer, the surface warming should t 
detectable now. Since a recent 20-ye; 
average is not higher than a 20-year ave 
age from 1906 through 1925, we concluc 
that either such models overpredict tt 
signal, or other compensatory clima 
changes are occurring. If the latter is n 
a serious problem and the warming is o 
curring at a rate lower than that predic 
ed by GCM's but higher than that pr 
dicted by zero-feedback models, then 
should be detectable anytime from tt 
present to about the year 2000. In add 
tion, we conclude that it will be easiest I 
detect effects in summer data. 

We have assumed that all of the ol 
served variance in the 72-year record 
due to noise. The signal, if present in tl 
data, would also contribute to the vai 
ance. Considering the positive-feedbac 
signal to be very nearly a linear functic 
of time, then it would contribute aboi 
0.04 K2 to the total variances of the tin 

)n 
en 
;n 
ed 
6 

4, N 2 10 20 30 40 

^p ~~be ~ Averaging time (years) 
1955 1965 1975 1985 1995 

ts Year if start 1956 

if- 
Fig. 6. Predicted signal divided by 2orN for 
(curve 1) feedback signal from Fig. 5 and 2c-N 

,s- for summer season from Fig. 4, (curve 2) sig- 
he nal from Eq. 9 and 2crN for summer season, 
ia (curve 3) average annual signal (see text) and 

2crN for annual averages from Fig. 4, (curve 4) 
ht feedback signal from Fig. 5 and 20rN for winter 
'w season from Fig. 4, and (curve 5) zero-feed- 
er- back signal from Fig. 5 and 2orN for summer 
a season from Fig. 4. In computing signals we 

have neglected possible delays due to inertia 
a- of the climate system. 
n- 
88 
in series (20) or 29 percent of the estimated 

summer noise of 0.14 K2. This percent- 
age would be larger for time-averaged 
data since the predicted slow temper- 
ature increase is essentially a low-fre- 
quency signal. However, attempting to 

re isolate the noise by subtracting the pre- 
r- dicted signal from the data beforehand 
n- increases the variance of the time series 
9) since there is no upward trend present. 
in This brings us back to an important facet 
a- of the problem that cannot be neglected. 
)n Because our present knowledge of the 
te causes of climate change is limited, it is 
es difficult to distinguish between change 
c- that may be due to increasing CO2 and 
or change that is not. While it is reasonable 
be to attempt to account for changes not 
ar due to CO2 by looking at past records as 
r- we have done, we cannot be certain that 
le such changes have not masked a CO2 ef- 
he fect, or conversely that they may not in- 
te dicate in the future that there is an ob- 
ot servable effect of CO2 when there is 
c- none. Because of this, as well as uncer- 
:t- tainties in model predictions, unam- 
e- biguous statistical proofs regarding the 
it effects of CO2 based on observations of a 
he single variable will always be difficult. It 
li- may be necessary to look for physical as 
to well as statistical evidence in order to 

adequately isolate and monitor possible 
b- effects of increasing CO2. Physical evi- 
is dence might be found in certain consist- 
ie ent relationships between two or more 
i- variables. 
:k For example, as indicated by model 
)n studies, the increase in tropospheric 
ut temperature caused by CO2 increase 
ie should be accompanied by a relatively 

large cooling within the middle and up- 
per stratosphere. Hence, we can look for 
out-of-phase changes between tropo- 
sphere and stratosphere. However, the 
decrease in 03 that is predicted due to 
continued use of chlorofluoromethanes 
(CFM's) can cause a stratospheric cool- 
ing of the same order of magnitude as the 
estimated CO2 cooling (21), and this pos- 
sibility must not be neglected. 

Another approach would involve mon- 
itoring the radiation budget data ob- 
tained by satellites. Satellites measure the 
outgoing infrared flux (both integrated 
and spectral) and the solar flux reflected 
by the earth-atmosphere system. The 
predicted Aq should be seen as a reduc- 
tion in the outgoing infrared flux between 
13 and 17 micrometers, while the pre- 
dicted increase in Ts caused by Aq would 
increase the outgoing flux in the rest of 
the infrared spectrum. If, on the other 
hand, the effect of CO2 increase is com- 
pensated by other effects such as an in- 
crease in aerosols or low clouds, then the 
decrease in infrared flux between 13 and 
17 will be compensated by an equivalent 
increase in the reflected solar flux. Con- 
versely, if other anthropogenic effects (2) 
contribute appreciably to a future warm- 
ing, such as increases in NO2, CH4, 
CFM's, and tropospheric 03 (all of 
which have bands in the 8- to 12-,um 
"window" region), there will be a corre- 
sponding decrease in the outgoing in- 
frared flux in the window region. 

Satellite measurements of adequate 
spectral resolution are available but, be- 
cause of their limited accuracy and time 
history, they can only be used to detect 
effects of large CO2 changes such as 
those expected to occur during the next 
century. We need to develop adequate 
strategies for summarizing and saving 
these valuable data for future use. 
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Teratomas have always intrigued pa- 
thologists because they contain a gro- 
tesque array of diverse tissues, some- 
times including highly organized struc- 
tures such as teeth, fingers, and hair. 
Thanks to the pioneering work of Ste- 
vens (1), these rare tumors have be- 
come more than a curiosity of human pa- 
thology. Stevens observed that mice of 
certain inbred strains frequently develop 
tumors analogous to human teratomas. 
His subsequent studies provided a clear 
understanding of how teratomas arise in 
mice and perhaps in man as well. As cell 
lines were established from the mouse 
tumors that Stevens made available, it 
became apparent that these cultured 
cells (known as embryonal carcinoma 
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cells or teratocarcinoma stem cells) are 
remarkably similar to the cells of the 
early embryo. The use of these tumor 
cells as a model system for the study of 
mammalian development in vitro circum- 
vents many of the difficulties of working 
with embryonic material. Interest was 
further stimulated by the demonstration 
that embryonal carcinoma cells taken 
from the tissue culture dish can partici- 
pate in the formation of a normal mouse. 
Such results have raised the hope that 
teratocarcinoma cells will be useful in 
creating mouse models of human genetic 
diseases. The discussion in this article 
centers on what teratocarcinoma stem 
cells are and on some of the ways in 
which their potential uses have been ex- 
ploited. 

Pluripotency and origin of teratocarci- 
noma stem cells. A typical mouse tera- 
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toma or teratocarcinoma contains a mix- 
ture of differentiated cell types (Fig. 1A). 
This complexity is accounted for by the 
fact that these tumors arise from stem 
cells that are pluripotent (2); that is, they 
are capable of forming derivatives of all 
three primary germ layers, namely, en- 
doderm, mesoderm, and ectoderm. The 
random array of differentiated tissues 
forms as some stem cells differentiate 
into cartilage, and others into nerve, 
muscle, glandular tissue, or other cell 
types. It is not yet known what triggers 
such differentiation, but in general the 
differentiated derivatives of the stem 
cells are normal, nonmalignant cells (3). 

Some stem cells, instead of differenti- 

ating, continue to proliferate in the undif- 
ferentiated state. They thus form nests of 
pluripotent embryonal carcinoma cells 
interspersed in the disorganized mixture 
of differentiated derivatives (Fig. 1B). 
The continued proliferation of this undif- 
ferentiated stem-cell population is re- 
sponsible for the malignant properties of 
teratocarcinomas such as progressive 
growth and transplantability, but not me- 
tastasis (4). In cases where the stem cells 
cease to proliferate because they dif- 
ferentiate or die, the tumors become 
benign and are known as teratomas. 
Strictly speaking, "teratocarcinoma" re- 
fers to a malignant tumor, and "tera- 
toma" refers to a benign one. The latter 
term, however, is often used to designate 
either type of tumor. 
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