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Are VLSI Microcircuits Too Hard to Design? 

Engineers may find themselves unable to design the complicated 
microcircuits made possible by advancing miniaturization technology 

Although there are substantial tech- 
nological obstacles to be overcome, 
semiconductor experts confidently pre- 
dict that microcircuits with many mil- 
lions of transistors will be manufactur- 
able in the next decade. Except for one 
thing. There are few systems in the 
world, electronic or otherwise, that con- 
sist of a million or more parts. Organiz- 
ing a million transistors on a silicon chip 
into a useful circuit is a formidable un- 

This is the last of five Research News 
articles on microelectronics. 

dertaking, and the tools for designing 
such a complex device do not yet exist. 
The integrated circuit industry is on a 
collision course with complexity. Find- 
ing faster and less expensive ways to de- 
sign microcircuits will be necessary if the 
industry is to match its projected growth 
from sales of about $11 billion last year 
to $50 billion or more annually by 1990. 

Microprocessors are the most intricate 
integrated circuits now being made (al- 
though they may have fewer transistors 
than the largest computer memory 
chips). It already takes a team of a half- 
dozen design engineers a year or two 
to develop a state-of-the-art micro- 
processor. The next generation of in- 
tegrated circuits, which goes by the 
name of VLSI for very large scale in- 
tegration, is where the design problem 
becomes acute. Says Dennis Buss of 
Texas Instruments, the Dallas-based 
company that sells more microcircuits 
than any other in the world, "the domi- 
nant VLSI factor is that it is too hard to 
design." At best with existing computer 
aids, one person can in a year's time de- 
sign about a thousand gates in an in- 
tegrated circuit at a cost of approximate- 
ly $100 per gate. (A gate is the basic com- 
puter logic circuit and consists of just a 
few transistors. There are several types 
of gates, one for each type of logic opera- 
tion.) By 1990, 1 million gates on a chip 
may be possible, but even if the cost per 
gate decreased to $10, the $10 million 
necessary to design the entire micro- 
circuit would still be out of the question, 
says Buss. 

A look at present integrated circuit de- 
sign practice helps explain why the pro- 
cess is so lengthy. A microprocessor, 
which is the central processor unit of a 
computer shrunk to the size of one mi- 
crocircuit, consists of several subunits, 
such as the circuitry that performs arith- 
metic operations, registers that tempo- 
rarily hold data or instructions, and con- 
trollers that move instructions and data 
between the microprocessor and memo- 
ry or various peripheral accessories (sen- 
sors, displays, and keyboards). A logic 
designer builds up these subunits accord- 
ing to the principles of computer design. 
Then a circuit designer converts the logic 
design into specific electronic circuits. 
And a layout designer works out the 
placement of logic gates on the silicon 
chip that corresponds to the desired cir- 
cuits. Finally, a draftsman draws an ac- 
curate circuit layout for use in the micro- 
fabrication process. Moreover, the de- 
sign procedure is often iterative: bugs 
are found and corrected; modifications 
are made to improve performance; and 
bugs introduced by the modifications are 
detected. Even after a chip is made and 
tested, engineers may find that it does 
not operate quite the way they would 
like, and another round of modifications 
progresses through each stage of the de- 
sign loop. The process quickly becomes 
time consuming and expensive. 

The expense of designing complex in- 
tergrated circuits has for several years 
contributed to a certain amount of fric- 
tion between semiconductor makers and 
those customers who want special-pur- 
pose chips for use in the electronic 
equipment they manufacture. Because of 
the tremendous expense of designing 
complex integrated circuits, manufac- 
turers prefer to develop only products 
that can be sold in large volumes, com- 
puter memories being the outstanding 
example. Chips that cannot be sold in 
large quantities will not repay their de- 
velopment costs, but microprocessors, 
memories, and other standard circuits 
are not always the most effective com- 
ponents for an electronic system. At an 
annual symposium that reviews the state 
of the industry (held in May in New Or- 
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leans by Rosen Research, Inc., a New 
York firm that analyzes the electronics 
and small computer business), the issue 
of custom chips was raised once again by 
several participants. 

In response, Charles Sporck, presi- 
dent of National Semiconductor in Santa 
Clara, California, and Jerry Sanders, 
chairman of Advanced Micro Devices in 
neighboring Sunnyvale, each encour- 
aged electronic equipment and computer 
manufacturers to set up their own design 
and fabrication facilities for integrated 
circuits crucial to their products but 
needed in quantities too small to be eco- 
nomical for semiconductor companies to 
produce. This is exactly what many or- 
ganizations that are large enough to af- 
ford it have done. But smaller firms can- 
not afford this approach. There is a large 
need for custom integrated circuits that 
the semiconductor industry is not ade- 
quately meeting, admits Gordon Moore, 
chairman of the Intel Corporation. 

What can be done to bring the problem 
of managing complexity in VLSI micro- 
circuits down to a level at which it can be 
dealt with? Some of the possibilities are 
extensions of ideas already incorporated 
in some integrated circuits. They also in- 
volve sacrificing some performance 
(speed, number of transistors on the 
chip, and so forth) in order to make the 
design process simpler. A computer 
memory chip is largely a rectangular ar- 
ray of memory cells, each storing one bit 
of information. A microprocessor or a 
digital logic circuit, in contrast, looks 
more akin to a bowl of spaghetti. Al- 
though memory microcircuits are far 
from trivial to design, forecasters predict 
that the ability to store more and more 
bits on a chip will be limited by mini- 
aturization technology. It is in micro- 
processors and digital logic circuits that 
the design problem lies. One solution is 
to make logic circuits more regular. Two 
ways of doing this are already in use. 

The first is the programmable logic ar- 
ray (PLA). A PLA consists of two kinds 
of gates arrayed in a very specific man- 
ner. There are two arrays connected to- 
gether; one is made entirely of gates of 
the first type, while the other is of the 
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second type. The PLA is called program- 
mable not because a computer program 
directs its operation, but because the log- 
ic function of the array is determined by 
which devices are interconnected within 
the two arrays of identical gates. Be- 
cause the gates are laid out in a regular 
pattern, the main design problem is to 
decide which gates to connect. How- 
ever, the penalty paid for a simpler de- 
sign process is that a PLA takes up more 
space than a dedicated logic circuit. 
Since the cost of fabricating an in- 
tegrated circuit is determined almost en- 
tirely by how much area it occupies, 
there is a considerable premium on keep- 
ing areas down. 

Nonetheless, PLA's are now quite 
common in microprocessors for certain 
functions such as circuitry to control the 
execution of instructions in the program 
that the microprocessor is running. In 
addition to being easier to design, PLA's 
offer a certain amount of flexibility. Sim- 
ply by changing the interconnections be- 
tween the gates, the function of the PLA 
can be altered. In this way, an engineer 
could make major changes in a micro- 
processor without going to an all-new de- 
sign, says Robert Sproull of Carnegie- 
Mellon University. 

The second approach to regular logic 
structures sounds superficially quite sim- 
ilar to PLA's but in fact is quite different. 
Master slices or gate arrays provide a 
way to manufacture custom integrated 
circuits at a considerable saving in de- 
sign time. Companies that make large, 
high-speed computers, for example, may 
need a thousand or more special-purpose 
microcircuits in order to squeeze the 
maximum performance out of their ma- 
chines, and the cost of designing each 
from scratch would be prohibitive. Rich- 
ard Petritz, president of the Inmos Cor- 
poration, a British company located in 
Colorado Springs, has estimated that the 
time from initial design to production can 
be reduced by as much as a factor of 6 
when recourse is made to master slices. 

The master slice idea is actually sever- 
al years old. After an initial wave of in- 
terest, the concept found limited appli- 
cation, as only IBM used it successfully 
in designing digital logic circuits for its 
newest computers. Now several semi- 
conductor companies are offering master 
slice chips. As manufactured at IBM, 
master slices consist of columns of iden- 
tical "cells" comprising several inter- 
connected transistors. The columns are 
separated by channels filled with the 
strips of evaporated metal that serve as 
wires in an integrated circuit. All master 
slices are identical until the last stages in 
the manufacturing process, when the 
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cells are connected to the wires in the 
wiring channels. The particular pattern 
of interconnections determines what 
kind of logic circuit the master slice be- 
comes. According to James McGroddy 
of IBM's Yorktown Heights laboratory, 
the process there is largely automated. 
The designer indicates to the computer 
what function the circuit is to perform, 
and the computer determines the pattern 

Because of the 
tremendous expense 
of designing complex 
integrated circuits, 
manufacturers prefer 
to develop only 
products that can be 
sold in large volumes. 

of interconnections. The company can 
design hundreds of unique circuits per 
year. A variation on the master slice 
theme has been developed by Motorola, 
which also leaves the interconnections 
between transistors in a cell unspecified 
until the last stage of fabrication. A com- 
puter library stores the interconnection 
patterns for some 85 different cell config- 
urations. 

Master slices and PLA's are similar in 
that the function of the completed array 
is determined by the pattern of inter- 
connections. But the rather rigid struc- 
ture of the PLA limits what functions it 
can perform. "You wouldn't want to 
use a PLA for just anything," says 
McGroddy. Master slices are more ver- 
satile but are regarded primarily as a par- 
tial solution to the custom part problem 
by those in the semiconductor industry 
because they use space on the silicon 
chip inefficiently. 

Increasing the geometric regularity is 
not the only approach to simplifying in- 
tegrated circuit design. Dividing a chip 
into functional subunits which become 
the building blocks with which the mi- 
crocircuit is constructed is another con- 
cept, also being used in a limited way. In 
the earlier days, the building block was 
the transistor itself. In master slices, the 
building block is the multitransistor cell. 
More complex building blocks are the 
logical next step. Breaking up a micro- 
circuit into functional subunits is an idea 
borrowed from the discipline of comput- 
er programming. Paul Penfield of MIT 
points out that large programs may con- 
tain a million or more instructions and 
thus are comparable in complexity to the 

projected VLSI microcircuits. The ideas 
developed by programmers over the 
years for dealing with complexity, if not 
directly applicable to integrated circuit 
design, provide a starting point for at- 
tacking the problem. Structured pro- 
gramming, for example, is a technique 
that divides a complex program into 
modules, writable by separate groups of 
programmers, that are connected in 
highly specific ways. The strictures on 
intermodule communication ensure that 
the overall program will work when the 
modules are connected. A similar meth- 
od could be applied to microcircuit de- 
sign, says Sproull, provided that account 
is taken of the need not only to logically 
organize the circuit but also to spatially 
organize it so that it fits on a chip. 

The building block idea is being used 
in embryonic form by Texas Instruments 
in its TMS-1000 microcomputer. (A mi- 
crocomputer is a microprocessor togeth- 
er with memory and circuitry to facilitate 
communication with input/output de- 
vices, all on one chip.) A microcomputer 
has two types of memory: a random ac- 
cess memory in which information can 
be stored and from which it can be re- 
trieved and a read-only memory whose 
content is fixed. Since small micro- 
computers most often are used for only 
one purpose (run only one program), the 
program is conveniently stored in a read- 
only memory. To change the function of 
the microcomputer, all that is necessary 
is to change the read-only memory. 
However, some applications may in- 
volve long programs and others short. 
Some applications may require storage 
of more data than others. The company 
therefore does not sell just a single ver- 
sion of its microcomputer. It offers 14 
versions, which are differentiated by the 
size of the random access and read-only 
memories and by the input/output cir- 
cuitry, James Fischer of Texas In- 
struments reported at the previous New 
Orleans semiconductor forum last year. 

But, asks David Hodges of the Univer- 
sity of California at Berkeley, why stop 
there? An important characteristic of a 
computer is the width (number of bits) of 
a computer word. Just as memories are 
treated as a functional block whose size 
can be varied by specifying certain pa- 
rameters in the computer program that 
holds the information about the memory 
design, so it might be possible to have a 
design program for an arithmetic logic 
unit whose word width is variable. In 
fact, a whole set of generic units within 
the computer could be designed so that 
the characteristics of the machine could 
be fixed by specifying a set of parameters 
in the design program. 
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Intel's Moore has gathered data on the 
increasing time it takes integrated circuit 
companies to design complex chips. The 
curve is an exponential one, paralleling 
the exponential increase in the number 
of transistors per chip. Hodges says that 
his form of the functional block approach 
will not reduce the time to design the 
first chip because the generic subunits 
still have to be generated in the conven- 
tional way. It is in designing related 
chips in the same family that great sav- 
ings of time accrue because the hard 
work has to be done only once. 

It is possible to combine the functional 
building block and master slice ap- 
proaches. A chip would then consist of 
an array of building blocks (which would 
not necessarily all be alike) that were 
connected toward the end of the manu- 
facturing process. The manner in which 
the blocks were interconnected would 
determine the function of the micro- 
circuit. To ensure that the completed cir- 
cuit functions as designed, however, it is 
preferable to make the interconnections 
only after the chip is made, says Allan 

Anderson of MIT's Lincoln Laboratory. 
As circuits become more miniatur- 

ized, they are more susceptible to de- 
fects that prevent them from functioning 
properly-one defect, and the whole 
chip must be discarded. "Yield" is the 
fraction of chips produced that are de- 
fect-free. With the prospect of 1 million 
transistors on a chip, it becomes feasible 
to put on more transistors than will ac- 
tually be used. If, during testing, certain 
portions of the chip are found to be de- 
fective, the unused transistors can be ac- 
tivated to replace those that do not work 
properly. Both IBM and Bell Laborato- 
ries use this principle in their largest ran- 
dom access memory chips. The semicon- 
ductor industry as a whole has not yet 
adopted this philosophy because redun- 
dancy takes up space on a chip and be- 
cause yields are still high enough to 
make it worthwhile to gamble that 
enough defect-free chips will be pro- 
duced to be economical. 

The Lincoln Laboratory approach is 
to subdivide a complex VLSI circuit into 
smaller subunits of perhaps 2000 gates 

each. One advantage of doing this is that 
subunits of this size are still relatively 
easy to design. Another advantage is that 
yields for chips of this size can be rea- 
sonably large, perhaps 50 percent. A 
large VLSI microcircuit with 1 million 
gates would require 500 working sub- 
units. Thus, the Lincoln Laboratory pro- 
cedure would be to make a chip with 
1000 subunits. Testing of the completed 
microcircuit would determine which of 
the subunits functioned properly and 
these would be interconnected. Ander- 
son and his co-workers call this ap- 
proach restructurable logic. In this way, 
very complex systems would also be 
customizable by means of adjusting the 
interconnection patterns. Anderson says 
that eventually it may be possible for 
certain applications, such as those in the 
military where low weight and power 
consumption are important, to vary the 
interconnection pattern during a compu- 
tation. In this way, the same subunits 
could be used more than once and for 
different purposes. 

Finding ways to make interconnec- 

A Way to End the IC Designer Shortage 
Universities have largely been left outside the micro- 

electronics revolution. The number of laboratories in 
American universities that can design and fabricate a com- 
plex integrated circuit (IC) can be counted on the fingers of 
one hand. Moreover, the highly competitive companies in 
the semiconductor industry have guarded their hard-won 
secrets of microcircuit design so closely that the outside 
world, including the universities, does not know all the 
principles by which chips are designed. 

At the same time, there is a severe shortage of engineers 
capable of designing advanced integrated circuits. One set 
of statistics making the rounds of electronics meetings has 
it that there are about 1500 device designers in the U.S. 
industry, whereas the number of major league professional 
athletes (football, basketball, baseball, and hockey) is half 
again as large (2243). Not yet organized as well as profes- 
sional athletes, design engineers may not be doing as well 
financially (observers say that creative circuit designers 
command salaries of $60,000 a year), but competition 
among the companies for their services is nonetheless in- 
tense. Gordon Moore of the Intel Corporation recently esti- 
mated that between now and 1990 the semiconductor in- 
dustry worldwide would require 20 percent of all U.S. 
electrical engineers who graduated during that period. 
For Ph.D.'s, the demand would be even higher. 

Moore suggested that the integrated circuit companies 
begin massive in-house training programs. However, a new 
strategy for teaching students how to design microcircuits 
developed by Carver Mead of the California Institute of 
Technology and Lynn Conway of the Xerox Palo Alto Re- 
search Center could simultaneously end the designer defi- 
cit and put universities back into the forefront of the micro- 

electronics game. An extra feature of the Mead-Conway 
strategy, made possible by the Defense Advanced Research 
Projects Agency through its computer network ARPA- 
NET, Xerox, Hewlett-Packard, and Micro Mask, Inc. (a 
California company that makes the masks used in fabricat- 
ing integrated circuits), has allowed students to get their 
designs implemented in chip form. Would-be designers can 
thereby test their ideas in the flesh, as it were, rather than 
contenting themselves with computer simulations. 

According to Mead, the new design approach was 
brewed gradually over a 10-year period first at Caltech and 
then in a joint university-industry project with Xerox. (Co- 
operation was undoubtedly helped by the fact that W. R. 
Sutherland, manager of Xerox's systems science laborato- 
ry, and Ivan Sutherland, then chairman of Caltech's com- 
puter science department, are brothers). The first big test 
came in the fall of 1978, when Conway journeyed to MIT to 
teach a course in integrated circuit design. Conway says 
that the first 6 weeks of a single semester course were de- 
voted to teaching the principles of the new design ap- 
proach. Following the instruction phase, students began 
working on design projects. Nineteen projects were com- 
pleted by the end of the course. 

Circuit designs had to be put in a form that could be sent 
over the ARPANET. Meanwhile, at Xerox researchers had 
devised a computer program that "collated" the incoming 
circuit designs and organized them so that they all fit on 
one large chip. The output of the Xerox program was then 
sent to Micro Mask, which has a computer-controlled elec- 
tron beam mask-making machine. The set of masks (it takes 
several to make one integrated circuit) from Micro Mask 
then went to Hewlett-Packard's Integrated Circuit Process- 
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tions after a chip has been fabricated is 
a major technological obstacle. Today 
there are chips called electrically eras- 
able, programmable read-only memories. 
In one version of such a device, puls- 
es of electrical current much larger than 
used in normal operation change the con- 
tents of a memory cell. In this way, the 
operating program of a microcomputer 
can be changed in the field. Anderson 
speculates that a similar technique in 
which either current pulses or bursts of 
laser light are used to make and break in- 
terconnections may be adopted. 

Integrated circuit designers have had 
access to computer-aided design tools 
for several years, but it is generally 
agreed that for computers to make signif- 
icant contributions to the design of com- 
plex VLSI microcircuits, some quite rad- 
ical new thinking will be required. One 
would like, says Robert Kahn of the De- 
fense Department's Advanced Research 
Projects Agency, the computer to take a 
more central role in the details of design 
and testing of integrated circuits and al- 
low humans to concentrate on the more 

creative aspects of design. Another anal- 
ogy with computer programming shows 
what the computer design aid could do. 

Compilers are computer programs that 
translate programs written by users in 
so-called high-level languages, such as 
Fortran, Cobol, or Basic, into a form 
that the computer can understand, name- 
ly, a sequence of binary numbers that the 
computer interprets as instructions. An 
analogous sort of program could be envi- 
sioned which transforms a "high-level 
description" of an integrated circuit 
written by the designer into a detailed 
layout of every transistor and wire on a 
chip. Utopian as such an idea sounds, 
quite complicated integrated circuits 
have already been designed in this way. 

At the California Institute of Tech- 
nology, David Johanssen, a graduate stu- 
dent in Carver Mead's group, has de- 
vised a computer program that he calls 
"Bristle Blocks." At present the pro- 
gram is restricted to aiding in the design 
of a particular type of microprocessor. 
The microprocessor is partitioned into 
cells that are arranged as parallel col- 

umns on the silicon chip. The designer 
specifies in a high-level description that 
might take up only two or three type- 
written pages what functions the cells 
are to perform. Using certain design 
principles developed by Mead of Caltech 
and Lynn Conway of Xerox's Palo Alto 
Research Center (see box), the computer 
program then generates the circuitry 
within each cell and locates the con- 
nection points where the cell must com- 
municate with other cells. The name 
"Bristle Blocks" comes from the ap- 
pearance of the rectangular cell covered 
with interconnections. The program then 
arranges the cells so that the proper con- 
nection points of adjacent cells meet. 
The program also designs a PLA that 
controls the execution of instructions in 
the microprocessor. 

So far, says Johanssen, the Caltech 
group has not designed an entire micro- 
processor using "Bristle Blocks," but it 
is getting close. Once the functional de- 
scriptions of the cells are in hand, the 
program takes only 5 to 10 minutes to 
come up with a chip layout. But arriving 

ing Laboratory, where the chips were fabricated and some 
preliminary tests were carried out. Conway says that by 
using the new design methods and by merging several proj- 
ects into one mask set the average "effective" cost to de- 
sign and get each project into chip form was a few thousand 
dollars. A typical figure in the semiconductor industry for 
designing and building a new complex integrated circuit is 
closer to $150,000, although part of this cost is for the sala- 
ries of the many specialists involved in optimizing the de- 
sign. And the total time to design and fabricate the chips 
was a little over 2 months, whereas the industry timetable 
for developing complex circuits is 1.5 to 2 years. How- 
ever, in industry, there may be more than one design 
cycle, again to optimize chip performance. 

In the fall of 1979, the Mead-Conway design approach 
was being taught at 12 universities, which came up with 82 
projects for implementation in chip form. One of the most 
complex projects was a complete microprocessor designed 
by Gerald Sussman and his co-workers at MIT (see story). 
And this spring, a third round of projects was completed at 
the same 12 universities. Among the 171 projects was one 
by Ronald Rivest and his colleagues at MIT, who designed 
a chip to implement a new encryption algorithm. 

The interesting development is that neither students nor 
faculty members who have participated in the course had 
prior integrated circuit design experience. In fact, re- 
searchers like Sussman and Rivest were primarily ac- 
quainted with computers through having to write programs 
to run on the machines. What the Mead-Conway design 
approach seems to be able to do is tap a whole new commu- 
nity of scientists and engineers and quickly make micro- 
circuit designers of them. Mead estimates that this year 
the universities will graduate 1000 engineers who will be 
qualified to design complex integrated circuits. If these 
people can move into the semiconductor industry and 

make contributions immediately, the much bemoaned 
shortage of circuit designers could be a thing of the past. 
How soon this will happen is not yet known. At their pres- 
ent stage of development, the Mead-Conway design prin- 
ciples require giving up a certain amount of circuit perform- 
ance for ease of design. The most important characteristic 
surrendered is that of making maximum use of every 
square micrometer on the silicon chip surface (maximum 
possible number of transistors, for example). The semicon- 
ductor companies are not yet willing to make this sacrifice. 

A large influx of new integrated circuit designers could 
have another effect on the semiconductor industry, says 
Douglas Fairbairn of VLSI Technology, Inc., in Los 
Gatos, California, who makes an analogy with the publish- 
ing business. In publishing, authors do the creative work 
(writing), printers make the books, while publishers coordi- 
nate activities at both ends and handle the marketing. In 
the semiconductor industry, one organization designs chips 
(the creative part in the analogy), fabricates them, and sells 
them. A large number of new designers might alter this ar- 
rangement, and a "dis-integrated" industry develop. De- 
signers would become independent "authors" rather than 
employees of the semiconductor companies. A very few 
companies called "silicon foundries" would develop 
whose only role is to "print" chips. (Because chip process- 
ing is so capital-intensive, only a few firms would be fea- 
sible.) Already a few independent chip design groups have 
sprung up, and the so-called silicon foundry is a much dis- 
cussed concept. Most observers think, however, that the 
role of such a dis-integrated semiconductor industry would 
be limited to making so-called custom chips, special de- 
signs sold in low quantities. The main products (computer 
memories, microprocessors, and other standard, high-vol- 
ume parts) would continue to be made by integrated com- 
panies of the sort that dominate the industry now. -A.L.R. 
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at the functional descriptions is only half 
the job of designing a microprocessor, so 
"Bristle Blocks" by no means solves the 
entire problem. 

Nonetheless, "Bristle Blocks" does 
accomplish about 3 man-years of work in 
a few minutes, and it would be hard to 
see how the semiconductor industry 
could be unreceptive to such a tool. Jo- 
hanssen says he has talked to many in- 
dustry people. The response has been of 
two types. Management is highly im- 
pressed and looks forward to reducing 
the cost of designing integrated circuits. 
However, layout designers are less en- 
thusiastic. As with all the new design ap- 
proaches, the Caltech program involves 
some compromises between perform- 
ance and ease of design. Layout design- 
ers apparently are still primarily inter- 
ested in "saving the last square micro- 
meter of silicon chip area and the last na- 
nosecond in speed." 

Up to now, the people who design in- 
tegrated circuits and those who design 
computers have belonged to quite sepa- 
rate communities (electrical engineers 
and computer scientists, for example). 
However, as the essentials of a computer 
get shrunk to chip size, the distinction 
becomes rather blurred. In fact, says 
Hodges at Berkeley, "there is something 
of a subconscious fight going on to estab- 
lish which group will be doing the crea- 
tive work in designing future comput- 
ers." From one point of view, the inte- 
grated circuit people have a head start 
because they know how to design chips. 
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Microprocessor de- 
signed by Gerald uss- 
man, Jack Holloway, 
Guy Lewis Steele, Jr., 

heand Alan Bell of MIT 
using artificial in- 

ptelligence techniques. 
The microprocessor 
is geometrically more 
regular in appearance 

Sthsan commercial state- 
/ ~se ~of-the-art chips, a 

trait that may be char- 
s acteristic of many 

future microcircuits. 
s m ty [Source: Lynn Con- 

'gram way, Xerox Palo Alto 
Research Center] 

From another viewpoint, the computer 
designers have an advantage because they 
have a backlog of accumulated expertise 
in computer science. The emergence of de- 
sign programs like "Bristle Blocks" may 
upset this balance because it takes away 
the need of the integrated circuit design - 
er to look at anything but the logic de- 
sign. The program transforms that into a 
chip layout. A project under way at MIT 
under the direction of Gerald Sussman 
makes the point nicely. 

Sussman does artificial intelligence re- 
search and he wants to understand how 
humans go about designing things from 
bridges to integrated circuits. One form 
of evidence that the human design pro- 
cess is understood is the ability to write 
a computer program that designs systems. 
Sussman and his co-workers have cho- 
sen VLSI microcircuits as the type of 
system they would like to write a pro- 
gram to design. Although their work is 
far from complete, the four group mem- 
bers have already constructed a program 
with which they designed in only 1 
month a microprocessor with some 
10,000 transistors. With projected im- 
provements in their design program, 
they expect to reduce that time to a few 
days. The improvements should also 
permit designing a microprocessor with 
50,000 transistors as easily as the exist- 
ing program designed a 10,000-transistor 
chip. Sussman predicts that design tools 
based on artificial intelligence concepts 
should eventually permit integrated cir- 
cuits of every kind except state-of-the- 

art chips, such as random access memo- 
ries, to be designed from a high-level de- 
scription of the desired functions written 
by software engineers (programmers), 
not circuit designers. 

Most of the activity in figuring out fast- 
er ways to design integrated circuits has 
been directed toward making it easier to 
build computer logic circuits of the con- 
ventional type. But logic circuit concepts 
were formed when electrical switches 
(vacuum tube circuits) were expensive 
and the wires to connect them were neg- 
ligible in cost. The philosophy was to de- 
sign the logic so that there were as few 
switches as necessary. In digital in- 
tegrated circuits, transistors play the role 
of switches. But the important point is 
that the cost of a transistor or a wire on 
an integrated circuit is determined only 
by how much area on the chip it oc- 
cupies. On today's microcircuits, inter- 
connections already account for as much 
as half of the area of a chip, with the re- 
mainder shared by transistors and the in- 
active areas that separate one device 
from another. Thus, most of the cost of 
today's integrated circuits is in the wires; 
that is, in communication. 

In VLSI microcircuits the imbalance 
will get worse; as the number of transis- 
tors increases on a chip, the fraction of 
the chip area devoted to intercon- 
nections also increases, as Mead and 
Ivan Sutherland of Caltech pointed out 
several years ago. Mead concludes that a 
major focus of VLSI design should 
therefore be on minimizing inter- 
connections not transistor switches, 
which are becoming negligible in cost as 
compared to the wires. Mead gives the 
example of master slices, which he char- 
acterizes as "images" of a logic diagram 
on a silicon chip. What is demanded to 
minimize interconnections is to alter the 
design process well before the stage of 
drawing a logic diagram is reached. 
Whereas engineers should focus on the 
creative part of VLSI design (the com- 
munication strategy), people work on 
logic diagrams and the computer does 
the wiring in master slice design. A 
complete reversal of priorities is needed. 

All in all, the reality appears to be that 
satisfactory tools for designing the won- 
drous chips of the next decade do not yet 
exist. Until they do, VLSI will be unable 
to live up to its promise of continuing the 
tradition of integrated circuits that lower 
the cost of digital computation and there- 
by bring the benefits of automation and 
intelligence to myriad applications for 
which the expense is now too great. The 
semiconductor industry regards VLSI 
design as its number one scientific chal- 
lenge.-ARTHUR L. ROBINSON 
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