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Solar Wind Control ol 
Earth's Electric I 

Ralph Markson and Micha 

The possible influence of variable so- 
lar activity on weather and climate has 
attracted increasing interest in recent 
years (1). Several factors have contrib- 
uted to this. We have learned a great deal 
about'solar variability and the magneto- 

the time the earth c] 
continuities in the 
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nificant variations in 
ical parameters. Ho 
that these disconti 
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spheric ionization or the intensity of the 
fair-weather electric field, or both, may 
affect thunderstorm electrification and 
thus may lead to physical effects on ice 
particles and droplets within clouds that 
could result in changes in the earth's al- 

F the bedo and transformations of atmospheric 
energy. These could affect air motions 

Field on all scales, from convective cells in 
clouds to the general circulation. 

Inasmuch as previous investigations of 
Lel Muir sun-weather relationships have been sta- 

tistical studies and correlations alone 
cannot prove causality, the time has 
come to define physical mechanisms that 

rosses magnetic dis- are subject to experimental verification. 
interplanetary mag- It is important to remember that a hy- 
ere appear to be sig- pothesis is not a hypothesis unless it is 
certain meteorolog- subject to critical experiments that are 

wever, it is unlikely capable of disproving it. In this article 
inuities, which are we suggest an experimental approach to 

the sun-weather problem. 

Summary. The sun-weather problem is placed within an electrical framework sub- 
ject to experimental investigation. An explanation is suggested for how solar variabili- 
ty modulates the earth's electric field. The solar wind velocity is inversely correlated 
with the electrical potential of the ionosphere, a measure of the overall intensity of the 
earth's fair-weather atmospheric electric field. In seeking a physical cause of this 
relationship, galactic cosmic radiation was studied and it was also found to be in- 
versely correlated with solar wind velocity. Thus, the earth's electric field intensity 
which is maintained by worldwide thunderstorm currents-a meteorological phenom- 
enon-varies in phase with cosmic radiation. Since cosmic radiation is the primary 
source of atmospheric ionization, these findings support a proposed mechanism in 
which solar control of ionizing radiation modulates atmospheric electrification and 
thus possibly cloud physical processes. If the latter occurred, atmospheric energetics 
would be affected. Sun-weather research need no longer only consist of statistical 
correlations; an experimental approach is described. Establishment of a proposed 
geoelectric index would add a new dimension to solar-terrestrial studies. 

sphere. Coronal holes, the solar wind, 
and the interplanetary magnetic field 
have been discovered. With the rapid de- 
velopment of space and solar physics, 
and because of the great potential impor- 
tance to society, more researchers are 
starting to consider how solar variability 
and solar modulation of the inter- 
planetary medium and magnetosphere 
might provide new inputs to meteo- 
rology. However, the mechanism or 
mechanisms by which solar variability 
may be influencing weather remain a 
mystery. 

Statistical evidence accumulated dur- 
ing the last decade indicates that around 
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called magnetic sector boundaries, can 
themselves directly affect the weather, 
as they are merely indicators of the sign 
of the IMF. Since the IMF is maintained 
and structured by the solar wind, we 
have examined variations in solar wind 
velocity in relation to atmospheric elec- 
tricity. In this article evidence is report- 
ed linking the solar wind itself with a me- 
teorological parameter. It is concluded 
that solar modulation of the flux of ioniz- 
ing radiation to the atmosphere is re- 
sponsible for changing the intensity of 
the earth's fair-weather electric field, 
which is maintained by worldwide thun- 
derstorm activity. Increases in strato- 

Why the Current Interest in the 

Sun-Weather Problem? 

New tools and understanding. We 
now have the technology to investigate 
sun-weather relationships. This includes 
unmanned satellites, manned space ob- 
servatories, interplanetary space probes, 
atmospheric research vehicles (rockets, 
balloons, aircraft), new optical solar ob- 
serving techniques (both from the 
ground and in space), radio telescopes, 
and upper atmosphere research radar. 
We have the capability of monitoring 
continuously the spatial and temporal 
variation of fundamental properties of 
the atmosphere: the morphology of 
weather systems, cloud cover, and cloud 
heights (2); the distributions of water va- 
por and liquid water (3); the electrical 
potential of the ionosphere (a measure of 
the overall ihtensity of the earth's fair- 
weather electric field) (4-6); and world- 
wide lightning activity (a measure of 
thunderstorm activity) (7, 8). These ter- 
restrial variations can be related to solar 

Ralph Markson is a Research Associate in the 
Measurement Systems Laboratory, Department of 
Aeronautics and Astronautics, Massachusetts Insti- 
tute of Technology, Cambridge 02139, and president 
of Airborne Research Associates, Weston, Massa- 
chusetts. Michael Muir is a Senior Lecturer in Phys- 
ics at the University of Natal, Durban, South Africa. 

0036-8075/80/0530-0979$02.00/0 Copyright ? 1980 AAAS 979 



parameters and conditions in the inter- 
planetary medium, magnetosphere, and 
ionosphere, which are observed routine- 
ly. The large quantities of data involved 
can be handled rapidly because of the 
availability of computers and micro- 
processors. 

This technology has given us new un- 
derstanding of the sun, interplanetary 
space, and the atmosphere. Coronal 
holes were discovered (9) through x-ray 
observations from Skylab. We have 
learned that the sun's magnetic struc- 
ture, most easily depicted in photo- 
graphs of coronal holes (Fig. 1), con- 
figures the interplanetary magnetic field 
and thus regulates the access of galactic 
cosmic radiation to the atmosphere. Ion- 
ization by galactic cosmic radiation is the 
dominant element maintaining con- 
ductivity throughout the atmosphere. 
The solar wind in addition controls elec- 
tric fields in the magnetosphere and iono- 
sphere. But changes in the electric fields 
and conductivity in the upper atmo- 
sphere have little effect on electrical con- 
ditions in the lower atmosphere, where 
weather occurs, because they do not ap- 
preciably influence the earth's overall 
fair-weather electric field. 

It is a basic postulate of the classical 
picture of atmospheric electricity that 
the ionosphere is, in effect, an equipo- 
tential surface (10, 11) except in the au- 
roral zone (12, 13). This assumption is 
supported by experimental evidence; the 
ionospheric potential has been shown to 
vary simultaneously at widely separated 
points on the earth's surface (5). This 
could not occur unless the ionosphere 
had the characteristics of an equipoten- 
tial surface. Because we now have tech- 
niques for measuring the variation of ion- 
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Fig. 1. X-ray photo- 
graphe of the sun taken 
from Skylab on 1 June 
1973, showing a well- 
defined coronal hole 
(dark area) w here 

face witmagnetic field lines 
extend into space and 
thus allow fast solar 

lar riabili wind particles (high- 
speed streams) to 
propagate into the in- 
terplanetary medium. 
The bright plage re- 
gions and magnetic 

in the astructure defined by 
the closed loops are 
also seen. [Courtesy 

convtof A. S. Krieger and 
R. Haggerty, Ameri- 
can Science and Engi- 
neering, Cambridge, 
Mass., and NASA] 

ospheric potential, we can motnitor 
changes in global electrification. By cor- 
relating changes in atmospheric electric- 
ity measured well above the earth's sur- 
face with solar-controlled variables it 
space, it should be possible to identify 
the radiation and processes by which so- 
lar variability modulates atmospheric 
electrification (14). The atmospheric 
electrical parameters (ionospheric poten- 
tial and lightning activity) can be com- 
pared with spatial and temporal changes 
in the atmosphere sensed from meteoro- 
logical satellites (such as cloudiness, 
convection, water vapor, and liquid ilia- 
ter) to study possible interactions be- 
tween atmospheric electricity and 
weather. The fact that an atmospheric 
electrical sun-weather mechanism ex- 
plains how solar variability might control 
atmospheric energetics without the need 
to transfer energy from the sun or upper 
atmosphere (15) has helped stimulate in- 
terest in atmospheric electricity and the 
sun-weather problem. 

Maunder minimum and climatic 
change. Interest in the possibility that 
solar variability modulates weather has 
been enhanced by Eddy's rediscovery 
and documentation (16) of Maunder's 
finding (17) that the sun is not a regular 
and predictable environmental factor. 
There is evidence that sunspots, the clas- 
sical indicators of solar activity, nearly 
disappeared for the 70 years between 
1645 and 1715-the Maunder mini- 
mum-and for extended periods during 
earlier epochs. Possible climatic implica- 
tions of such behavior follow from Ed- 
dy's report that the Maunder minimum 
occurred at the time of the coldest period 
during the Little Ice Age as well as from 
the correlation between solar variability 

and glaciation over long periods (16). It 
appears that at times solar activity can 
nearly disappear, and these times seem 
to coincide with cold periods in the 
earth's climate. 

The 22-year solar magnetic cycle, tree 
rings, and drought. Numerous relation- 
ships between solar variability and 
weather have been reported and, al- 
though the quality of many of these stud- 
ies has been criticized, as discussed by 
Pittock (18), some appear to be well done 
and are convincing. Climatic variation 
associated with the quasi-periodic solar 
magnetic cycle (Hale double-sunspot 
cycle), which averages about 22 years, 
has provided some of the better evidence 
for a sun-weather relation. Roberts (19, 
20) summarizes several independent 
analyses which indicate that drought in 
the U.S. High Plains varies in phase with 
this cycle. King (21) refers to the double- 
sunspot cycle as being present in weath- 
er records from various parts of the 
earth. Mitchell et al. (22), in an investiga- 
tion of the periodicity of drought in the 
United States, have examined the varia- 
tion of indices derived from tree-ring rec- 
ords for the western United States back 
to A.D. 1600. They find that the 22-year 
cycle is the outstanding feature in the 
spectral analysis of their drought area in- 
dices, and furthermore the latter are 
locked in phase with the quasi-periodic 
Hale magnetic cycle. 

Development of the solar sector ap- 
proach. Statistical studies of sun-weath- 
er relationships go back more than a cen- 
tury, but, as noted by Hines (23), a new 
era was opened when the structure of the 
IMF was introduced to this work (24). In 
this new approach, solar magnetic sector 
boundary crossings were used as timing 
marks (key days) in statistical analysis. 
Using this procedure, Wilcox et al. (25) 
found that an aspect of atmospheric cir- 
culation, the vorticity area index devel- 
oped by Roberts and Olson (26), ap- 
peared to decrease significantly around 
the time when the earth crosses a solar 
magnetic sector boundary. These results 
were confirmed by others (27) and have 
become a central issue in modern sun- 
weather research. Sector crossings are 
now routinely used as key days in statis- 
tical analysis by many investigators 
seeking sun-weather correlations. 

In view of the current importance of 
the solar sector structure in this re- 
search, it is of interest to describe how 
this approach originated. Up to about 10 
years ago, sun-weather studies had con- 
sisted mostly of correlations between 
some meteorological parameter and sun- 
spot number, the occurrence of solar 
flares, or geomagnetic variations. How- 
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ever, as a result of measurements from 
spacecraft, a new picture of the inter- 
planetary medium was emerging. The 
flux of solar particles that Parker (28) had 
predicted and named the solar wind had 
been measured directly. Wilcox and 
Ness (29) had discovered that the IMF 
was generally ordered, being divided in- 
to adjacent magnetic sectors that reverse 
polarity at the relatively sharp bounda- 
ries between them. Since the sun rotates 
about its axis (about once every 27 
days), the earth periodically passes from 
one sector to the next. The solar-terres- 
trial parameters in general appeared to 
vary in an orderly fashion as a function 
of the earth's position within a sector 
(30); systematic changes occurred in the 
geomagnetic index, solar wind velocity 
and number density, and cosmic-ray rate 
as the sectors swept past the earth. 

In 1969, one of us (R.M.) was invited 
to prepare a paper reviewing extra- 
terrestrial influences on weather for a 
symposium on atmospheric electricity 
(24). Since the solar-controlled variables 
that might be influencing weather were 
unknown, it was decided to examine the 
variation of meteorological time-series 
as a function of the earth's position in so- 
lar sectors (31) by analyzing an index of 
U.S. thunderstorm activity compiled by 
Lethbridge (32). The results indicated 
that U.S. thunderstorm frequency was 
maximal at or shortly after times when 
the earth crossed from positive to nega- 
tive sectors (24). 

This article is thus a continuation of 
the initial work relating the interplan- 
etary medium to weather through atmo- 
spheric electricity. While at first magnet- 
ic sector structure was used as a general- 
ized solar-controlled variable, we now 
focus specifically on the solar wind. 

Solar Wind and Interplanetary Medium 

Solar wind. Solar activity arises from 
two basic properties of the sun; it is an 
ionized gas (a plasma), and it undergoes 
intense thermal convection (33). The 
combination of convection and solar ro- 
tation sets up complex cyclonic motions 
within the sun. Free electrons and ions in 
the solar plasma are organized into elec- 
tric currents by the motions of the gas. 
These electric currents cannot be detect- 
ed directly, but their accompanying mag- 
netic fields can. Just above the visible 
surface of the sun (photosphere) lies an 
extremely hot layer, the base of the co- 
rona, which is heated by the solar gas. 
Because of the million-degree temper- 
ature in this region, the corona expands 
outward, sending a flux of electrons and 
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Fig. 2. Idealized magnetic blob (black region) 
moving radially out with velocity indicated by 
the arrows (41). Two spiral magnetic field 
lines bounding the blob are shown within one 
sector. A typical four-quadrant sector struc- 
ture is also depicted. The dots (shown for one 
sector only) represent the conjectured cos- 
mic-ray intensity. 

protons (the solar wind) into space. The 
flows of these charged particles consti- 
tute electric currents, whose associated 
magnetic fields are the source of the 
IMF. 

Interplanetary magnetic field. The 
IMF is generally of one polarity for 
about 1 or 2 weeks at a time and then 
abruptly changes sign (34). Within solar 
sectors there are solar wind streams in 
which for a few days the velocity of the 
particles increases by 50 to 100 percent. 
Changes in solar sector polarity occur at 
the minima between high-speed stream 
excursions (35). In the plane of the eclip- 
tic, the IMF has an overall spiral config- 
uration caused by a combination of radi- 
al particle ejection from the sun and solar 
rotation. It is similar to the shape of wa- 
ter streams emitted by a garden hose 
sprinkler and rotates with the sun as the 
water pattern rotates with the sprinkler. 
Recent work (36) has tied the morpholo- 
gy of the solar wind to the topology of 
solar magnetic fields. The x-ray photo- 
graphs that revealed the coronal holes il- 
lustrate the configuration of the magnetic 
field near the sun at the base of the co- 
rona. The solar wind and the IMF consti- 
tute the medium linking the sun and the 
earth. 

Solar modulation of atmospheric ion- 
ization. How does the interplanetary me- 
dium modulate electricity within the 
earth's atmosphere? In this regard, the 
important characteristic of the medium is 
that it controls the primary galactic cos- 
mic radiation striking air molecules, and 
thereby controls the flux of secondary 
cosmic radiation generated in the strato- 
sphere. The latter is generally respon- 
sible for atmospheric ionization. Within 
the lowest 2 kilometers of the atmo- 
sphere over land, radioactive gases from 
the ground are about as important as cos- 

mic rays in ionizing the atmosphere. 
Cosmic radiation is augmented at times 
by protons from solar flares, which can 
penetrate down to altitudes of 20 to 30 
km (37) and sometimes lower (38, 39). It 
is well known that solar activity can 
modulate the flux of galactic cosmic radi- 
ation. Forbush (40) found that the flux of 
galactic cosmic radiation reaching the 
earth's surface was inversely correlated 
with the 11-year sunspot cycle and that 
some solar flares cause decreases in this 
radiation which may last several days. 
These are called Forbush decreases. 
Barouch and Burlaga (41) showed that 
magnetic "blobs" associated with rapid 
increases in solar wind velocity screen 
cosmic rays from the earth. Figure 2 il- 
lustrates the decrease in cosmic radia- 
tion following a magnetic discontinuity 
corotating with the sun; a typical four- 
quadrant solar sector structure is also 
depicted. 

Global Circuit and Ionospheric Potential 

Wilson (42) realized that the earth's 
electric field must extend from its sur- 
face to the highly conductive ionosphere 
and is sustained by currents driven by 
thunderstorm electric fields. If global 
thunderstorm activity were to stop, the 
atmospheric electric field would decay to 
nearly zero within 1 hour. This does not 
happen because thunderstorms are al- 
ways occurring at various locations over 
the earth's surface (10, pp. 297-299; 11, 
vol. 2, pp. 363-370). There is a global cir- 
cuit, sometimes referred to as the Wilson 
circuit, in which the ionosphere is main- 
tained at a positive potential, generally in 
the range 200 to 300 kilovolts, relative to 
the earth (5, 43) (see Fig. 3). In the non- 
thunderstorm (fair-weather) portions of 
the atmosphere a return conduction cur- 
rent flows between the ionosphere and 
the earth, and the circuit is completed 
between the conducting earth and the 
bases of thunderclouds through a combi- 
nation of conduction, convection, light- 
ning, point discharge, and precipitation 
currents (44). The charge put on the 
earth by thunderstorms maintains the 
earth's electric field and the ionospheric 
potential. 

A fundamental assumption of the glob- 
al circuit hypothesis is that the upper at- 
mosphere (lower ionosphere) is so highly 
conductive that it can be considered an 
equipotential surface (10, 11, 45). Thus 
its electrical potential relative to the 
earth should vary simultaneously all 
over the world-it is, in effect, the outer 
shell of a spherical capacitor with the 
highly conductive earth's surface being 
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the inner conductor. The conduction 
currents can flow because the atmo- 
sphere is conductive, primarily due to 
ionization by galactic cosmic radiation. 
Electric fields in the fair-weather portion 
are a consequence of the vertical air- 
earth conduction current flowing through 
the finite resistance of the atmosphere. 
The summation of worldwide thunder- 
storm activity (regardless of location) is 
the electrical generator of the global cir- 
cuit, since it is the primary agent charg- 
ing the earth and the only generator con- 
necting the earth to the upper atmo- 
sphere. Measurements of vertical cur- 
rents above thunderstorms have shown 
their sign and magnitude to be in agree- 
ment with the global circuit hypothesis 
(46). Thus, both theory and experiment 
have led most scientists working in at- 
mospheric electricity to believe that the 
global circuit concept is essentially cor- 
rect (10, 11, 13, 47). 

Role of Atmospheric Electricity in 

Sun-Weather Relationships 

Advantages. In trying to understand 
how variable solar activity might influ- 
ence weather, three basic questions can 
be formulated: (i) Where does the energy 
come from? (ii) How does the energy 
reach the lower atmosphere? (iii) If up- 
per atmosphere heating is involved, how 
can the lower atmosphere respond as 
quickly as it does? In view of these ques- 
tions, several factors make an atmo- 
spheric electrical mechanism attractive. 

Because the energy output of the sun 
is essentially constant, within the 1 per- 
cent accuracy of past measurements 
(48), scientists have been skeptical about 
the possibility that solar activity might 
affect the weather, at least on a shorter 
than climatic time scale (49). Although 
the upper atmosphere above 120 km (the 
thermosphere) undergoes significant so- 
lar-controlled temperature changes, it is 
separated from the troposphere by two 
temperature inversions and essentially 
cut off from the weather-producing part 
of the atmosphere (50). An atmospheric 
electrical mechanism bypasses the prob- 
lems of energy and coupling because po- 
tential energy already present in the 
lower atmosphere is released through 
electrically stimulated cloud physical 
processes-no upper atmosphere to 
lower atmosphere energy transfer is nec- 
essary. Below 25 km only one atmo- 
spheric parameter is strongly and direct- 
ly controlled by solar activity; this is ion- 
izing radiation (51). Two time scales and 
types of radiation must be considered. In 
the long-term (secular) time frame there 

is an inverse correlation between galac- 
tic cosmic radiation and the 1-year sun- 
spot cycle, which is caused by scattering 
off magnetic discontinuities in the inter- 
planetary medium. Superimposed on this 
long-term variation are short-period 
changes, lasting hours to days, in which 
particles associated with solar flares di- 
rectly ionize the stratosphere. 

Another factor favoring an atmospher- 
ic electrical mechanism is that of time 
delays. Some sun-weather studies show 
rapid atmospheric responses to solar 
variability; the vorticity area index (52) 
and atmospheric electric fields (53, 54) 
both increase within I day after solar 
flares. Such rapid responses are difficult 
to explain in terms of present heating 
models of atmospheric circulation, 
which do not include atmospheric elec- 
trical effects. Somerville et al. (55) con- 
cluded that "any causal relationship be- 
tween solar variability and terrestrial 
weather on time scales of two weeks or 
less will have to rely on changes in pa- 
rameters other than the solar constant or 
ozone amount, or on mechanisms not yet 
included in our model." Ramanathan 
(56) estimated that it would take 2 to 6 
weeks for stratospheric temperature 
changes to affect dynamics in the tropo- 
sphere. Schneider (57) pointed out that 
since climatic response near the earth's 
surface is controlled by the thermal iner- 
tia of the oceans, weather effects forced 
by changes in solar emission require that 
a solar variation must occur over a peri- 
od generally much greater than 1 month. 
The effect of ionizing radiation on the 
global circuit would occur as soon as the 
radiation reached the atmosphere-less 
than 1 day after a flare for the more ener- 
getic particles (58). Because a rapid me- 
teorological response is expected (a pre- 
dictable time delay), it should be pos- 
sible to design critical experiments to 
test an atmospheric electrical sun-weath- 
er mechanism. Similarly, a rapid mecha- 
nism has the potential of being useful in 
weather forecasting. On the other hand, 
it would be difficult to experimentally 
verify long, imprecisely known time 
delay mechanisms (such as might result 
from changes in the solar constant) that 
could affect weather on the climatic time 
scale, and these would be of limited val- 
ue for forecasting. 

Atmospheric electrical sun-weather 
mechanism. Figure 3 illustrates how so- 
lar modulation of ionizing radiation 
would affect the overall intensity of the 
earth's electric field. This is the basis of a 
proposed sun-weather mechanism (15) 
that operates within the framework of 
the global circuit. This circuit can be bro- 
ken into resistive elements with world- 

wide thunderstorms lumped together as 
the global generator. Because the strong- 
ly electrified parts of thunderstorms cov- 
er less than 0.1 percent of the earth's sur- 
face, the charging current of the global 
generator (the sum of worldwide thun- 
derstorm currents) flows through a rela- 
tively large resistance of about 105 to 106 
ohms. The ionosphere is considered a 
conductor. The return flow in the fair- 
weather regions of the earth (most of its 
surface area) can be considered to be 
conducted through many vertical resist- 
ances in parallel (columnar resistances), 
and hence the overall resistance to the 
return flow is relatively small, about 150 
ohms. The current return path to the 
area under the generator is through the 
conductive earth. Charge transfer be- 
tween the earth and the bases of thunder- 
clouds takes place because of the various 
currents previously enumerated. Strong 
electric fields under thunderclouds cause 
ionization around points on the earth's 
surface; the ions produced increase the 
conductivity in the subcloud region and 
their transport to the cloud by air motion 
contributes to the net current flow. It is 
difficult to estimate the resistance of this 
complex part of the circuit, and since 
much of the charge transfer in this region 
is not due to conduction it is in part non- 
ohmic. However, conductivity measure- 
ments beneath thunderstorms suggest an 
order-of-magnitude increase due to 
point-discharge ions (59), and therefore 
the resistance of this element of the glob- 
al circuit is estimated to be 104 to 105 
ohms. Thus, most of the resistance in the 
global circuit lies between the top of the 
thunderstorm generator (about 13 km at 
mid-latitude) and the ionosphere, a 
height range that is accessible to the 
varying component of ionizing radiation 
(37, 38) (see Fig. 3). Equivalent ioniza- 
tion changes above 13 km in fair-weather 
parts of the global circuit (including the 
auroral oval) would have little effect on 
the flow of charge in the circuit because 
the resistance in that element is relative- 
ly small. Resistive elements within the 
thunderstorm generator have not been 
discussed because thunderclouds are for 
the most part non-ohmic; ions of high 
mobility rapidly attach to cloud hydro- 
meteors (raindrops and ice particles) and 
then they are transported by air motions 
and gravitation. There are no charge sep- 
aration theories in which charge is car- 
ried by conduction. Therefore the con- 
cept of resistance in the thunderstorm 
generator has little meaning. 

These considerations led to the con- 
clusion that the resistive element over 
the global generator can act as a valve 
controlling the current flow in the global 
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circuit (15). It can thus control the iono- 
spheric potential and the intensity of the 
earth's electric field. If, as reported by 
Vonnegut et al. (60), the vertical con- 
duction current over thunderclouds 
flows mostly over the turrets where an 
electrical screening layer is swept away 
by the unfolding motion of the cloud sur- 
face, then the current would flow over 
only a small fraction of the cloud-top 
area. This would increase the resistance 
of the charging resistor and make it even 
more effective as the element controlling 
the global circuit current. The cover 
photograph shows a convective turret in 
the structure at the top of a thunder- 
storm penetrating into the lower strato- 
sphere. 

Although cosmic radiation affects ioni- 
zation down to the earth's surface, gen- 
erally solar flare particles do not pene- 
trate to below about 20 km (37). How- 
ever, measurements made from balloons 
after solar activity indicate that solar 
protons on occasion can enhance con- 
ductivity by an order of magnitude down 
to 15 km (38) and the most energetic so- 
lar particles can even reach the earth's 
surface (61). Even if the ionizing radia- 
tion penetrated only into the 20- to 30-km 
region over thunderclouds, it would de- 
crease the charging resistance suffi- 
ciently to increase the charging current. 
This would result in an amplification of 
fair-weather electric field intensity 
throughout the atmosphere-from the 
ionosphere to the ground and from pole 
to pole. For a further discussion of solar- 
controlled variations of atmospheric ion- 
ization, including an explanation of the 
fact that stratospheric variations are 
much greater than, more frequent than, 
and generally opposite in sense to 
ground level "Forbush decreases," see 
(62). 

An amplified fair-weather electric field 
in the troposphere or enhanced con- 
ductivity in the lower stratosphere in- 
troduces the possibility of positive feed- 
back through an increase in cloud elec- 
trification. According to the convective 
theory of thunderstorm electrification 
(63), a positive charge center initially 
forms within the upper portion of the 
cloud. One way this initial electrification 
might occur is through convection of 
fair-weather positive space charge into 
the cloud by the updrafts that create the 
cloud. Since this space charge is formed 
by the air-earth conduction current flow- 
ing through a medium of varying con- 
ductivity, an increase in ionospheric po- 
tential would cause more fair-weather 
space charge and improve the probabili- 
ty of initial electrification of developing 
cumulus clouds. In the convective mech- 
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Fig. 3. Schematic of the global atmospheric electrical circuit illustrating relationships between 
resistive elements. The arrows indicate the accessibility of the, controlling resistive element 
above the thunderstorm generator to the varying component of the ionizing radiation (15). 

anism, fast ions created by ionization 
over the developing cloud provide the 
source of negative charge which, at- 
tracted to the upper cloud surface by the 
diffuse region of positive charge within 
the top portion of the cloud, become at- 
tached to cloud particles at the cloud sur- 
face. They are transported to the sides of 
the cloud by the divergent wind field at 
the cloud top and are carried to its lower 
regions by downdrafts. Accumulation of 
this negative charge near the bottom of 
the cloud forms the negative charge cen- 
ter of the classic thunderstorm vertical 
electric dipole. According to this con- 
cept, greater ionization over the cloud 
top would increase the flow of charge to 
the cloud and enhance electrification. 

Other cloud-charging mechanisms 
have been proposed, and several of them 
depend on the initial electric field to 
polarize cloud particles during the first 
stages of electrification (10, pp. 408-411; 
11, vol. 2, pp. 527-534). Therefore, with 
the convective theory, or any of the in- 
ductive charging mechanisms, the ulti- 
mate electric field intensity in developing 
cumulus clouds depends on the initial in- 
tensity of the ambient fair-weather elec- 
tric field. If any of these charging mecha- 
nisms is valid, modulation of the ioniza- 
tion rate in the lower stratosphere over 
thunderstorms would lead to positive 
feedback to the global circuit generator 
and enhance the efficiency of the process 
by which solar variability influences the 
earth's electric field. Moreover, it could 
provide a way for atmospheric electricity 
to influence atmospheric dynamics. 

While the earth's electric field is a fun- 

damental part of meteorology, atmo- 
spheric electrical changes by themselves 
should have no effect on dynamics un- 
less they influence cloud physics. The ef- 
fects of electric fields on cloud physical 
processes are not well understood, al- 
though laboratory experiments and mod- 
eling indicate they may play an impor- 
tant role in cloud electrification and the 
coalescence of droplets into raindrops or 
condensation of water vapor into drop- 
lets (44, 64), even for electric fields of 
much smaller than thunderstorm in- 
tensity (65). If that is the case, they 
would affect rainfall and changes of 
phase of water and result in the addition 
of heat to the atmosphere. If rain reaches 
the ground before evaporating, the latent 
heat of condensation, which was re- 
leased when the droplets grew from wa- 
ter vapor, is left in the atmosphere. Also, 
the rate of growth of ice crystals from 
water vapor is reported to accelerate 
with increasing electric field intensity 
(44, 64). 

In the realm of cloud dynamics, if wa- 
ter is removed as rain from convective 
cells in developing cumulus clouds or 
thunderclouds before evaporative cool- 
ing occurs, the cells would gain ther- 
modynamic buoyancy and the cloud's 
circulation would be enhanced. Accord- 
ing to some models, a few intense con- 
vective cells (called hot towers) in the in- 
tertropical convergence zone near the 
equator play a dominant role in driving 
the low-latitude Hadley cell and thus the 
general circulation. Cloud dynamics 
could also influence the formation of 
cloud hydrometeors and cloud elec- 
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trification. Ice crystals from the tops of 
thunderstorms have been reported to 
seed lower clouds downwind, causing 
more rain (66). The cirrus "blowoff" 
from thunderstorm anvils produce long- 
lived (hours to a day or longer) cloud 
shields, which are spread out downwind 
hundreds of miles from their source re- 
gions by the upper level winds; this 
could be an important factor in the 
earth's radiation balance, since clouds 
dominate the albedo of the earth (67). 

Evidence that solar variability modu- 
lates the earth's electricfield. Evidence 
showing a rapid increase in ionospheric 
potential within 1 day after solar flares is 
seen in Fig. 4. These data, from Reiter 
(53) and Cobb (54), suggest a short-term 
direct solar influence on atmospheric 
electricity caused by particles from solar 
flares. The long-term indirect effect due 
to modulation of galactic cosmic radia- 
tion is illustrated through the results of 
the balloon sounding program of Olson 
(68), summarized in Fig. 5a. These data 
show a negative correlation between the 
fair-weather air-earth conduction current 
density (proportional to the ionospheric 
potential) and the sunspot number. The 
data in Fig. 5a are divided into two sets 
depending on whether the soundings 
were made in the time interval centered 
on the maximum or minimum of the uni- 
versal time (U.T.) diurnal variation of 
ionospheric potential (to be discussed 
later). Figure 5b is a scatter diagram of 
the data set for 1100 to 2200 U.T. The 
correlation coefficient r = -0.667, with 
a confidence of 98.9 percent that the cor- 
relation is not due to chance (69). Figure 
5c is a scatter diagram of the data for 
2300 to 0800 U.T.; r -0.742, and here 
the probability has a confidence of 99.7 
percent. Olson's data indicate a 30 per- 
cent maximum-to-minimum variation of 
ionospheric potential around its mean 
value with maximum coming at the mini- 
mum in the sunspot cycle. Since galactic 
cosmic radiation is inversely correlated 
with the 11-year sunspot cycle and is the 
main source of atmospheric ionization, 
Olson's measurements support the con- 
clusion that increased ionization causes 
a rise in ionospheric potential (70). 

A misinterpretation of the proposed 
atmospheric electrical sun-weather mech- 
anism (15) is that it postulates a solar- 
controlled change in thunderstorm oc- 
currence (71), whereas it only explains 
how solar variability modulates the 
earth's electric field. The discussion of 
possible cloud physical effects is specu- 
lative, since there is no consensus re- 
garding the importance of atmospheric 
electricity on cloud physics or thunder- 
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New Findings Relating the Solar Wind 

to Atmospheric Electricity 

ine that To investigate how the interplanetary 
fields medium might be modulating the earth's 

:s. electric field, the ionospheric potential 
was compared with the solar wind veloc- 
ity and a highly significant inverse corre- 
lation was found. Since the solar wind it- 

a- self cannot directly affect ionospheric 
potential (72) and atmospheric ionization 

- is maintained mostly by galactic cosmic 
radiation, the relationship between solar 
wind velocity and cosmic radiation was 

i5 analyzed, and they also were strongly in- 
versely correlated. Thus the ionospheric 
potential and associated intensity of the 
fair-weather atmospheric electric field 
vary in phase with atmospheric ioniza- 
tion. 

The solar wind data were obtained by 
- a series of satellites and compiled at 

' ' 
NASA Goddard Space Flight Center 

es (73). The ionospheric potential measure- 
tion cur- ments were obtained as follows. Several 
:urrence years ago, in order to investigate the hy- rease in 
of Rei- pothesis that the ionosphere is an equi- 

ugspitze potential surface and to develop a tech- 
mary of nique for following the temporal varia- 
rements tion of ionospheric potential (to study 

possible effects of extraterrestrial radia- 
tion on the global circuit), an extensive 
measurement program was conducted 
from an aircraft (5). A series of 120 po- 
tential gradient soundings was made and 

/' , used to estimate ionospheric potential 
xi, (74). The temporal variation was deter- 

- mined by comparing a sequence of 
soundings made on a time scale of hours 

0oo- E during 1 day or less; finer resolution (on 
50 the order of 1 minute) was obtained 

X through continuous measurement of the 
1976 

1978 I vertical potential gradient at constant al- 
o U.T. titude well above the atmospheric ex- 

change layer during flights lasting several 
hours. To reduce atmospheric electrical 
noise due to convection and pollution, 
most of the measurements were made in 

00 U.T. the trade wind region over the ocean in 
the Bahamas in an air mass that had 

- '- - come across the Atlantic. The same air- 
craft and instrumentation were used to 
obtain all the data, improving con- 
sistency in the data base. 

:ion cur- Solar wind velocity and ionospheric 
c poten- potential. Of the 120 soundings obtained 
hese are in the program outlined above, 60 were 
ascnts made at the same times (within 1 hour) ics, Uni- 

ata were that satellites recorded values of the bulk 
nding to solar wind velocity (73). The corre- 
ue to the sponding values of ionospheric potential 
he hours and solar wind velocity are listed in 
Liagrams 
een cur- Table 1. Figure 6 is a scatter diagram 
Lve been showing the correlation between solar 

wind velocity and ionospheric potential. 
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The solid regression line represents all 60 
data points and shows a negative correla- 
tion (r = -0.509; percent confidence = 

99.99). Because the group of points on 
the right of the diagram may be regarded 
as somewhat removed from the main 
body of the data, suggesting lack of nor- 
mality in the distribution, the analysis 
was repeated omitting points corre- 
sponding to velocities greater than 500 
km/sec. The resulting dashed regres- 
sion line also shows a negative correla- 
tion (r = -0.449; percent confidence = 
99.95). 

Since many of the soundings were 
made on the same day, there would be 
some persistence in both parameters; 
that is, they would tend not to change as 
much over a short period (hours) as over 
a longer one (days). This is a character- 
istic problem of meteorological statistics 
and it introduces some uncertainty re- 
garding the degrees of freedom, neces- 
sary information for testing the correla- 
tion for significance (75). To remove this 
uncertainty, the data were grouped into 
single days, or sets of consecutive days, 
and' then the average value of all iono- 
spheric potential estimates within a 
group and corresponding solar wind ve- 
locities were used to represent each 
group. The resulting 15 average values 
are shown in the two right-hand columns 
of Table 1. These averages represent 
soundings obtained a minimum of 2 days 
apart, and all but two of the time inter- 
vals were longer. Since autocorrelation 
analysis of the daily U.S. thunderstorm 
index shows that there is no persistence 
beyond 2 days (76), these data should be 
independent. The scatter diagram for 
these grouped data is presented in Fig. 
7 (r = -0.739; percent confidence = 

99.95). The regression line indicates the 
ionospheric potential has a 30 percent 
maximum-to-minimum variation around 
its mean and minimizes when the solar 
wind velocity is at its maximum in high- 
speed streams. The correlation of these 
data is most easily visualized, as shown 
in Fig. 8, by plotting them chronological- 
ly with the solar wind velocity inverted. 
The results of this study show that the 
solar wind velocity is negatively corre- 
lated with ionospheric potential. 

Solar wind velocity and cosmic radia- 
tion. It is possible to investigate how so- 
lar wind velocity might be modulating 
ionospheric potential by examining its 
relationship to cosmic radiation. For this 
analysis, bulk solar wind velocities were 
compared with cosmic-ray data from the 
Mount Washington, New Hampshire, 
neutron monitor (77). To obtain a rea- 
sonably large data base for each year, it 
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Table 1. Ionospheric potential soundings and nearest-hour solar wind velocities plotted in the 
scatter diagram in Fig. 6. To minimize the uncertainty associated with determining the number 
of degrees of freedom to use when establishing the significance of the correlation, the averages 
in the last two columns were computed; they are plotted in Fig. 7. See text for discussion. 

Average Bulk Average lono- bulk Time solar iobno- 
spheric solar 

(nearest wind poten wid spheric Date poten- wind 
hour, speed tial poten- titl speed i 
U.T.) (kin/ tial 

sec) k (kV) sec) 

2 November 1970 
2 November 1970 
1 June 1971 

29 December 1971 
29 December 1971 
29 December 1971 
7 January 1972 
7 January 1972 

11 February 1972 
11 February 1972 

13 February 1972 
13 February 1972 
13 February 1972 

15 February 1972 
15 February 1972 

17 February 1972 
17 February 1972 
17 February 1972 
18 February 1972 
18 February 1972 
18 February 1972 
18 February 1972 
18 February 1972 
18 February 1972 
19 February 1972 
19 February 1972 
19 February 1972 
19 February 1972 

22 February 1972 
22 February 1972 
22 February 1972 
24 February 1972 
24 February 1972 
29 February 1972 

2 March 1972 
2 March 1972 
3 March 1972 
3 March 1972 
3 March 1972 
3 March 1972 

13 March 1972 
13 March 1972 
14 March 1972 
14 March 1972 
14 March 1972 
14 March 1972 
14 March 1972 
14 March 1972 
14 March 1972 
14 March 1972 
17 March 1972 
17 March 1972 
18 March 1972 
18 March 1972 
18 March 1972 
18 March 1972 
19 March 1972 
19 March 1972 
21 April 1972 
21 April 1972 

2000 
2300 
1600 

1900 
2200 
2300 
1500 
1700 
1900 
2100 

1500 
1700 
2100 
2000 
2200 

1900 
2100 
2300 
0100 
0300 
0500 
0600 
0900 
1200 
1300 
1700 
1900 
2300 

1800 
1900 
2000 
1700 
1800 
1600 
2200 
2300 
1900 
2000 
2100 
2200 
1800 
1900 
1500 
1600 
1700 
1900 
2000 
2100 
2200 
2300 
2100 
2200 
1500 
1800 
1900 
2100 
1800 
1900 
2000 
2100 

421 
378 

507 

420 
417 
420 
368 
380 
463 
444 

576 
585 
620 
560 
541 

411 
399 
391 
394 
398 
396 
389 
404 
397 
432 
395 
426 
431 

404 
400 
399 

520 
521 
308 
411 
419 
386 
384 
396 
400 

357 
355 
358 
359 
357 
347 
349 
350 
348 
348 
502 
472 
436 
420 
429 
409 
352 
345 

383 
382 

218 
232 
197 
186 
188 
179 
213 
206 
211 
226 

183 
192 
197 
178 
i86 
183 
177 
211 
215 
193 
206 
191 
203 
186 
208 
199 
197 
205 

222 
214 
213 
201 
188 
246 

208 
202 
232 
223 
247 
244 

225 
245 
220 
229 
238 
240 
264 
280 
273 
306 
243 
248 
212 
234 
255 
252 
229 
239 

251 
215 

400 
507 

419 

374 

454 

594 

551 

405 

401 

521 
308 

225 
197 

184 

210 

219 

191 

183 

198 

216 

195 
246 

399 226 

353 

421 

383 

252 

239 

233 
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was necessary to use solar wind data for 
days with fewer than 24 hourly values 
listed. Inspection of the data showed that 
generally an average of as few as 21 
hourly values gave a figure that was rep- 
resentative of the day's average. If as 
few as 18 hourly values were used, sig- 
nificant errors in the average sometimes 
occurred. Thus daily averages of solar 
wind velocity were calculated only for 
days that had 21 or more hourly values 
listed. Data from 1967 and later were 
used as the earlier data were too sparse. 
For instance, in 1966 only 25 days met 
the minimum requirement of at least 21 
hourly values. 

Table 2 shows the results of this study, 
which covers almost a solar cycle peri- 
od. In each year there is a negative cor- 
relation between solar wind velocity and 
cosmic radiation, although in 2 of the 10 
years the corelation does not exceed the 
95 percent confidence level. However, 
there is little question regarding the va- 
lidity of this relationship. Some evidence 
suggests that the relationship is weakest 
near solar minimum (1976 was the year 
of minimum sunspot number) and 
strongest roughly midway between solar 
maximum and minimum, but more data 
are necessary to clarify this. These find- 
ings are consistent with ideas that both 
solar wind velocity and cosmic-ray vari- 
ations are associated with magnetic 
blobs, or discontinuities, in the IMF (41). 

Since the bulk solar wind velocity is 
negatively correlated with both iono- 
spheric potential and cosmic radiation, 
ionospheric potential varies in phase 
with cosmic radiation. This is in agree- 
ment with the atmospheric electrical 

Table 2. Yearly correlations between solar 
wind velocity and cosmic radiation, as repre- 
sented by Mount Washington, New Hamp- 
shire, neutron monitor data. The negative cor- 
relations imply that increasing solar wind 
speed results in a decreasing cosmic-ray flux. 

Average 
Year sunspot Days* r P 

number 

1967 94 244 -0.338 < .01 
1968 106 198 -0.106 
1969 106 184 -0.342 < .01 
1970 105 121 -0.338 < .01 
1971 67 96 -0.328 < .01 
1972 69 136 -0.495 < .01" 
1973 38 259 -0.444 <.01 
1974 35 337 -0.197 < .01 
1975 18 140 -0.055 
1976 12 178 -0.272 < .01 

*Days with at least 21 hourly solar wind values. 

mechanism discussed here which postu- 
lates that an increase in stratospheric 
ionization over thunderstorms would 
cause an increase in ionospheric poten- 
tial. If conductivity in the fair-weather 
return portion of the global circuit was 
the controlling resistive element, an in- 
crease in ionizing radiation over the non- 
thunderstorm area of the earth would 
lower its iR drop and the ionospheric po- 
tential would decrease. 

Proposed Experiments; Geoelectric Index 

Global characteristics of the earth's 
electric field. The current flow through 
the global circuit, the ionospheric poten- 
tial, and the fair-weather electric field in- 
tensity are the only known meteoro- 

logical parameters that are synchronized 
in universal time instead of local time. 
When local sources of atmospheric noise 
and local atmospheric electrical gener- 
ators are excluded from the measure- 
ment, the fair-weather field intensity var- 
ies synchronously all over the world be- 
cause the ionosphere behaves as an 
equipotential. This variation follows a 
characteristic diural cycle-the same 
one as defined by the research vessel 
Carnegie half a century ago. The average 
of recent aircraft measurements depict 
almost exactly the same diurnal variation 
as the well-known "Carnegie curve" (5); 
the correltion coefficient is 0.96. This 
variation occurs because the integrated 
sum of global thunderstorm activity is 
strongly controlled by the distribution of 
land masses. When the sun is heating the 
ground over Africa, Central America, 
and South America most strongly (local 
afternoon), the curve has a maximum at 
about 1800 U.T,; when the sun is over 
the Pacific, it has a minimum at about 
0400 U.T. The maximum-to-minimum 
amplitude of this variation is aout 35 
percent of the mean. A comparison of si- 
multaneous time-series records of the 
vertical electric field made by two air- 
craft flying at constant altitude at loca- 
tions widely separated in distance and 
longitude (the Bahamas and the Gulf of 
Alaska, 7000 km apart) showed the iono- 
spheric potential to vary synchronously 
(5). If magnetospheric and ionospheric 
generators were controlling the iono- 
spheric potential, it would follow local 
time, as in the dawn-to-dusk potential 
difference perturbation imposed on the 
ionospheric potential across the auroral 
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Fig. 6 (left). Scatter diagram showing the relationship of iono- 
spheric potential to solar wind velocity. The solid regression line 
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the data when points corresponding to velocities greater than 500 
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oval (12, 13). The Carnegie curve varia- 
tion of electric field intensity is observed 
in fair-weather regions all over the 
earth's surface, including the auroral 
oval and polar cap regions (78). 

Geoelectric index. By measuring the 
earth-ionosphere potential difference at 
mid- to low latitudes to minimize pos- 
sible influences from upper atmosphere 
generators (79) it is possible with one in- 
strument at one location to characterize 
the electrification of the earth and result- 
ing atmospheric electric field (which is 
concentrated in the lower atmosphere) 
over its entire surface. We routinely 
monitor electrical conditions on the sun 
and in space, and it would seem reason- 
able to continue such measurements 
within the earth's atmosphere. Even if it 
is found that solar variability does not af- 
fect weather the experiments would pro- 
vide a more complete description of the 
state of the atmosphere and information 
of importance to magnetospheric and 
ionospheric research. 

The elegance of this approach can be 
appreciated by comparing it with the 
procedure used to determine such mete- 
orological parameters as temperature, 
humidity, and wind fields as a function of 
altitude. To obtain these, hundreds of si- 
multaneous balloon soundings are made 
over a large portion of the earth's surface 
every 12 hours. The meteorological term 
synoptic arises from this requirement for 
many simultaneous measurements over 
a large grid. By adding a few more radio- 
sondes instrumented to measure the ver- 
tical electric field, conductivity, and ion 
production rate, we would be able to 
monitor the intensity of the earth's elec- 
tric field and atmospheric ionization, 
thus providing new key global parame- 
ters to our observations of the atmo- 
sphere. Such measurements would pro- 
vide a record of ionospheric potential 
and stratospheric conductivity variations 
with a temporal resolution dependent on 
the frequency of the soundings. These 
could be compared with solar-terrestrial 
parameters that are routinely monitored, 
such as solar flares, proton events, sec- 
tor crossings, and solar wind character- 
istics. The objective of such a program 
would be to identify the radiation, inter- 
planetary medium conditions, and pro- 
cesses by which solar variability modula- 
tes atmospheric electrification. It would 
be necessary to obtain a long, preferably 
unbroken, time series of ionospheric po- 
tential measurements made at least once 
a day at the same time to minimize the 
U.T. diurnal variation. Such a time se- 
ries would constitute a geoelectric index 
patterned after and complementary to 
the geomagnetic indices which have 
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been of great importance in solar-terres- 
trial research. 

While routine balloon soundings made 
once or twice a day could be used to fol- 
low the gross daily variation of iono- 
spheric potential and would provide 
much useful information, the lack of 
higher temporal resolution would be a 
serious limitation, as would be the case if 
the geomagnetic indices were deter- 
mined from measurements made that in- 
frequently. The balloon soundings have 
been discussed to illustrate that the 
earth's overall electric field can be mea- 
sured relatively easily. However, it 
would be much preferred to measure the 
ionospheric potential variation continu- 
ously. The variation of the air-earth con- 
duction current density could be record- 
ed from a constant-altitude aircraft (5, 
80), tethered balloon, or kite platform 
(81). They could make periodic ascend- 
ing and descending electric field sound- 
ings to establish the absolute value of 
ionospheric potential (5, 43). The mini- 
mum altitude for monitoring ionospheric 
potential variation from a tethered bal- 
loon or kite would be about 5 km (82), 
and the measurements could most easily 
be made from a ship at sea (83). The con- 
ductivity and ion production rate mea- 
surements would have to be made from 
free balloons in the stratosphere. 

Investigations of atmospheric electro- 
dynamics and the global circuit through 
simultaneous measurements. Besides 
the application to the sun-weather prob- 
lem, the capability for measurement of 
the temporal variation of the earth-iono- 
sphere potential difference will be impor- 
tant for studying the electrodynamics of 
the upper atmosphere. Through simulta- 
neous measurements along a meridian, 
such as the pole, auroral zone, mid-lati- 
tude, and equator (ideally in both hemi- 
spheres), it would be possible to verify 
models and remote measurements of ion- 
ospheric electric field distributions 

caused by magnetospheric and upper at- 
mosphere generators. Similarly, with 
two measurements it would be possible 
to directly measure the dawn-to-dusk po- 
tential difference across the auroral oval 
that has been inferred from incoherent 
scatter radar data and satellite electric 
field mapping. There are still differing 
views regarding the extent to which the 
ionosphere is an equipotential (45, 62), 
and this question could be answered with 
simultaneous measurements. 

Atmospheric ionization. Conductivity 
and ion production rate profiles up to 25 
or 30 km could be obtained on a routine 
basis once or twice a day with free bal- 
loons that also measured the absolute 
value of ionospheric potential. It would 
be desirable if these measurements were 
obtained along a meridian. While local 
meteorological conditions (such as 
clouds) can severely affect electric field 
soundings of ionospheric potential, the 
conductivity and ion production mea- 
surements in the stratosphere would be 
unaffected. These measurements would 
provide considerably more information 
on the spatial and temporal variation of 
atmospheric ionization than is presently 
available. They would answer the ques- 
tions of whether at thunderstorm lati- 
tudes solar-controlled conductivity vari- 
ations occur sufficiently low in the atmo- 
sphere and frequently enough to signifi- 
cantly modulate the current output of the 
global circuit generator (15), an issue 
that has been debated (62). 

Lightning detection from satellites. 
The ability to observe the earth from 
space makes it possible for the first time 
to observe the spatial and temporal vari- 
ation of global thunderstorm activity. 
Photoelectric systems are capable of 
sensing lightning during the day as well 
as at night. In the past, lightning obser- 
vations from satellites were made in- 
cidentally when photoelectric sensors 
flown for other purposes detected light- 
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ning-generated signals (7). Recent work 
(8) has stimulated interest in this area, 
and there has been a conference to de- 
fine technical capabilities and scientific 
requirements for satellite lightning-de- 
tection systems (84). Since optical sens- 
ing alone will probably not detect much 
of the lightning from the middle or lower 
portions of deep clouds, such as in low- 
latitude thunderstorms, it will be neces- 
sary to sense lightning-generated elec- 
tromagnetic radiation at other frequen- 
cies as well. A new interferometric 
technique seems particularly attractive 
(85). Three or more geostationary satel- 
lites could give full-time coverage of 
most of the earth's surface (86), 

Although lightning frequency and in- 
tensity must be some sort of indicators of 
the electrification of thunderclouds, it 
should not be assumed that a simple cor- 
relation exists between a thunderstorm's 
lightning activity and its ability to elec- 
trify the atmosphere. It will be necessary 
to define this relationship. If satellite 
lightning detection can provide a method 
for monitoring the integrated current 
output of global thunderstorms, then 
comparison of this with the variation of 
ionospheric potential will make it pos- 
sible to critically test the global circuit 
hypothesis. Such measurements would 
also provide a means for investigating 
the speculative part of the proposed sun- 
weather mechanism in which cloud elec- 
trification may be influenced by solar- 
controlled changes in atmospheric elec- 
tricity. 

Testing classes of cloud electrification 
theories. Although thunderstorm re- 
search has been going on for decades, 
the processes by which clouds become 
electrified are not understood very well. 
Because a thunderstorm cannot be repli- 
cated in the laboratory, it must be stud- 
ied in the field. However, it is so large 
and complex that it is difficult to make 
the necessary measurements simultane- 
ously and continuously throughout its 
entire volume and the surrounding re- 
gion. 

The proposed measurements of global 
electrification and lightning may offer 
a new, indirect approach to the problem 
of thunderstorm electrification. Classes 
of cloud-charging mechanisms can be 
broken into two categories: (i) those in 
which external atmospheric electrical 
conditions control cloud electrification 
and (ii) those in which the electrification 
is due solely to interactions among the 
ice particles and water drops within the 
cloud. In case (i), enhanced conductivity 
over thunderstorms and developing cu- 
mulus clouds, or larger fair-weather elec- 
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tric fields near the developing cumulus, 
should enhance electrification. In case 
(ii), the increased conductivity near the 
clouds would allow charge to leak to the 
surrounding atmosphere more rapidly, 
which might inhibit electrification. Thus, 
observation of an increase in ionospheric 
potential and lightning activity after a so- 
lar flare would constitute evidence for 
the first class of charging mechanisms, 
while decreased cloud electrification 
would support the second class. 

Because the earth's magnetic field 
screens solar particles from the atmo- 
sphere with increasing efficiency from 
low to high latitudes, ionization over 
thunderstorms will be more strongly 
controlled by solar variability at high lat- 
itudes. This may offer another method of 
testing classes of thunderstorm charg- 
ing mechanisms. If, after atmospheric 
ionization caused by a solar flare or 
bremsstrahlung x-rays, high-latitude 
thunderstorms produce more lightning 
and equatorial ones remain unaffected, 
this would support the convective 
electrification theory. If electrification 
increased in low-latitude storms after 
high-latitude ionization events and an in- 
crease in ionospheric potential (world- 
wide electric field intensity), this would 
imply that the initial ambient electric 
field was important in cloud electri- 
fication. Such an observation would be 
in agreement with the induction theories 
as well as the convective theory, but it 
would not support electrification theo- 
ries dependent on processes within the 
cloud. 

Conclusion 

An explanation is offered for how solar 
variability controls the electrification of 
the atmosphere. A highly statistically 
significant relationship (with confidence 
limits greater than 99.9 percent) has been 
found between the solar wind and the 
earth's fair-weather electric field in- 
tensity. It is inferred from the inverse 
correlations between solar wind velocity 
and both ionospheric potential and galac- 
tic cosmic radiation that solar variability 
modulates the earth's electric field by 
controlling ionizing radiation. Since the 
ionospheric potential is maintained by 
the integrated currents from global thun- 
derstorm activity, this implies that en- 
hanced ionizing radiation causes larger 
currents to flow from existing thunder- 
storms and may also cause an increase in 
the number and electrification of cu- 
mulonimbus clouds. The extent to which 
atmospheric electricity might be influ- 

encing atmospheric circulation and other 
aspects of the weather remains an open 
question. The fact that the earth's elec- 
tric field is modulated by solar variability 
is in itself of considerable scientific im- 
portance. However, thunderstorm activ- 
ity also may be affected, and, whether or 
not they influence atmospheric circula- 
tion, thunderstorms are of major mete- 
orological importance over much of the 
earth's surface. 

It is no longer necessary to investigate 
the sun-weather problem only through 
statistics and correlations. We now have 
the tools to observe the details of chains 
of events by which solar activity may in- 
fluence meteorology in the lower atmo- 
sphere. With existing technology it 
should be possible to clarify how solar 
variability causes atmospheric electrical 
responses. The problem of possible ef- 
fects on other aspects of meteorology 
may be more difficult, but it is approach- 
able through analyses of changes in 
cloud heights and patterns, rainfall, and 
water vapor distributions (sensed by sat- 
ellite instrumentation), relative to atmo- 
spheric electrical records (sensed from 
balloons and kites). The highest priority 
should be placed on field, laboratory, 
and theoretical studies to determine the 
extent to which electric field intensity af- 
fects cloud physical processes. An atmo- 
spheric electrical effect on cloud elec- 
trification, rainfall intensification, and 
cloud dynamics seems the most likely 
way that solar activity can rapidly influ- 
ence the spatial and temporal variations 
of atmospheric energy. 

The most obvious application of this 
research is for weather forecasting, 
where it has the potential for improving 
both short- and long-range prediction. 
Despite the considerable effort expended 
in weather research during the last few 
decades, predictive skill still extends to 
at most 5 days (20). There undoubtedly 
are factors that are not included in pres- 
ent numerical models. Some aspects of 
solar activity are predictable much far- 
ther in advance (months and years) than 
meteorological conditions, and solar 
flares are generally observed hours to 
several days before their particles reach 
the earth's atmosphere. 

Although we are concerned with elec- 
trical processes, other ways in which so- 
lar variability might influence weather 
and climate have been suggested, and on 
a short time scale all may be small ef- 
fects. Meteorological processes are com- 
plex and highly nonlinear and sun-weath- 
er research is not intended to provide an 
ultimate answer to the forecasting prob- 
lem. Aside from weather prediction, we 
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are interested in studying the relation- 
ship of solar variability to atmospheric 
processes in order to expand our basic 
understanding of the earth's environ- 
ment. The potential importance of this 
research is difficult to assess. For ex- 
ample, while changes in the earth's elec- 
tric field resulting from a solar flare mod- 
ulating conductivity may have only a 
barely detectable effect on meteorology, 
the situation may be different in regard to 
electric field changes caused by man- 
made ionization from radioactive materi- 
al (87). 

Parker (88) has suggested that sun- 
weather research may not be a luxury. 
He notes that "if the sun can play games 
once (during the Maunder minimum), it 
certainly can play games with us a sec- 
ond time, perhaps not anything like the 
first time around. It is conceivable that 
the sun might become extremely ac- 
tive." Eddy (89) reports that the sun has 
been significantly more active in the 
past, during the "medieval maximum" 
(A.D. 1120 to 1280), than in recent times. 

The question of how solar variability 
affects the atmosphere is most timely as 
we turn to the sun and space for possible 
answers to the problems resulting from 
increasing population in a world with 
limited food, energy, and natural re- 
sources-all of which are directly or in- 
directly affected by atmospheric condi- 
tions. Thus if solar activity affects mete- 
orological processes, and there is in- 
creasing evidence suggesting that it 
does, and if society is going to develop 
the capability of predicting and rationally 
planning its future, the sun-weather 
problem becomes a matter of consid- 
erable importance. 
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Living organisms are packaged in en- 
velopes that consist of polymeric struc- 
tural components; in terrestrial orga- 
nisms a waterproofing mixture of lipids, 
collectively called waxes, are associated 
with this outer layer. The structural com- 
ponent in animals is either an mino ac- 
id polymer (protein) or a carbohydrate 
polymer (chitin), whereas in higher 
plants it is a biopolyester, cutin, in the 
aerial parts, and suberin, a polymer con- 
taining polyester domains, in the under- 
ground parts and at wound surfaces. 
Such polyesters not only constitute the 
major protective barrier between the 
plant and its environment but also func- 
tion as a rather permanent biological bar- 
rier within a variety of organs so that dif- 
fusion of molecules can be controlled, a 
role essential to plant life. During the 
past decade considerable progress has 
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been made in our understanding of the 
composition, biosynthesis, and biodeg- 
radation of these phytopolymers. In this 
article I summarize these recent findings 

Location and Ultrastructure 

Cutin is the structur component of 
the plant cuticle, which is attached to the 
outside of the epidermal cell wall in the 
aerial parts of both angiosperms (1) and 
gymnnosperms (5). Even primitive plants 
such as liverworts (6) and the moss 
Mnium cuspidatum (7) have cutin. Cutin 
is present on virtually every aerial organ 
of plants such as stem (except possibly 
the bark of woody plants), petiole (8), 
leaf, including substomatal cavities (1), 
flower pars (8, 9), fruits (1), seed coats 
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(8), and even internal parts such as juice 
sacs of citrus (7). The thickness of the 
polymer layer varies among the different 
species and among organs within the 
same species. In leaves, thickness and 
mass were reported to be in the range of 
0.5 to 14 micrometer and < 20 to 600 mi- 
crograms per square centimeter, respec- 
tively (1). In special cases such as inter- 
stomatal cavity, a very thin cutin layer 
(0.15 to 1.0/gm) might be found, whereas 
in organs such as fruits with well-devel- 
oped cuticle, the cutin content may 
reach 1.5 milligrams per square centime- 
ter (4, 10, 11). Development of cuticle 
may have been a crucial factor in the cob- 
onization of lands by plants (12). How- 
ever, the occurrence of cutin does not 
appear to be limited to land plants since 
the polymeric material from a sea grass, 
Zoestra marina, which grows submerged 
on coastal shorelines contains covalently 
attached hydroxy fatty acids identical to 
those found in the cutin of land plants 
(7). Cutin in land plants is embedded in 
wax, and in some instances the wax oc- 
curs in layers so that the cuticle shows a 
lamellar structure, although more often 
the cuticle presents an amorphous ap- 
pearance under the electron microscope 
(1, 9, 13) (Fig. 1). 
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