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with those on a perfect crystal face. Fi- 
nally, the influence of various impurities 
is considered. An important new growth 
mechanism is observed when the impu- 
rity segregates at the crystal surface. The 

Computer Models of Crystal Growth capture of imputhr it the growing crys- 
tal is discussed, together with the growth 
of metastable alloys. 

G. H. Gilmer 

Kinetic Ising Model 

This article is concerned with the 
structure and motion of the interface be- 
tween a crystal and the surrounding 
fluid. The growth rate of a crystal is de- 
termined by the net deposition rate, the 
rate at which atoms from the fluid con- 
dense at the interface and assume the or- 
dered structure of the crystal. Becker 
and Doring (1) calculated the deposition 

Computer simulation models have 
some distinct advantages over the tradi- 
tional methods for studying crystal 
growth. During the simulation it is pos- 
sible to observe and measure the motion 
of individual atoms and clusters and to 
measure the average rates of deposition. 
Computer-generated color movies pro- 
vide the most dramatic method of obser- 

Summary. Dynamic models of crystal surfaces have provided new insights into the 
crystal growth process. The effects of surface roughening, dislocations, and impuri- 
ties have been assessed. Certain impurities have been found to cause a larger in- 
crease in the growth rate than screw dislocations. 

rate by assuming that new layers of 
atoms are initiated by a nucleation pro- 
cess. In most cases, however, they pre- 
dicted infinitesimal deposition rates, 
many orders of magnitude smaller than 
those observed in the laboratory. This 
huge discrepancy between theory and 
experiment was apparently resolved in 
1949, when Frank (2) pointed out that 
screw dislocation lattice defects provide 
sites on the surface where rapid growth 
can occur. Since that time, the spiral 
growth mechanism has been confirmed 
in a number of instances (3). But recent 
experience with dislocation-free crystals 
shows that spiral growth is not the only 
mechanism that leads to fast rates (4). 
Other factors such as the interface tem- 
perature and the impurity content of the 
fluid also can have decisive effects. In 
this article I describe a simple model of 
the growing crystal. Simulations of this 
model provide a definitive test of the 
early theories and also yield data for 
more complicated situations such as 
those characterized by high surface tem- 
peratures and impurities. 
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vation; the atomic configurations gener- 
ated during the simulations are repre- 
sented by computer graphics on a color 
television monitor and are filmed with a 
computer-controlled camera (5). I illus- 
trate here some typical configurations 
with microfilm drawings. The dynamic 
properties are indicated by measure- 
ments of the average rates of deposition. 
A disadvantage of the simulation models 
is the large amount of computation re- 
quired to explore their properties for a 
variety of conditions, but the importance 
of this factor is diminishing as new and 
more powerful computers are devel- 
oped. 

The kinetic Ising model (6) is used in 
all the simulations described here. It ex- 
hibits many of the phenomena observed 
in the laboratory. First, I consider the 
reasons behind the distinctive shapes of 
crystals grown at various temperatures. 
This topic is related to the surface rough- 
ening transition, and I consider the effect 
of this transition on the growth rate. 
Then the spiral growth mechanism is as- 
sessed, and spiral kinetics are compared 

For convenience, I use the terminol- 
ogy of vapor deposition, although most 
of the results can be applied to the 
growth of crystals from solution and 
even to the solidification of a melt. The 
arrangements of atoms at different sur- 
faces of a simple crystal are depicted in 
Fig. la. Three surface orientations with 
close-packed layers of atoms on the face- 
centered-cubic (fcc) lattice are shown. 
The Ising model of such an interface re- 
sults from the following assumptions: (i) 
Atoms are permitted only at fcc lattice 
sites. (ii) Only one atom is allowed to oc- 
cupy a site. (iii) Attractive interactions 
extend only to nearest-neighbor atoms, 
and the total potential energy is the sum 
of all such pair interaction energies. A 
particular configuration can be repre- 
sented in the computer simply as a list of 
all occupied sites, and various quantities 
such as the potential energy can be cal- 
culated directly from this list. Further re- 
strictions are usually imposed, such as a 
requirement that each atom be connect- 
ed to the crystal by at least one nearest- 
neighbor interaction or "bond." But un- 
der normal crystal growth conditions 
these restrictions have little effect on the 
properties of the model. Sections of the 
crystal somewhat larger than those 
shown in Fig. 1 are simulated in the com- 
puter; typically these sections include a 
square area with 60 atoms on an edge. 
Edge effects are eliminated by the use of 
periodic boundary conditions; that is, 
atoms at an edge interact with atoms in a 
replica of the section translated to a posi- 
tion adjacent to the edge. 

The dynamics of crystal growth are 
simulated by two basic events, impinge- 
ment and evaporation. One chooses an 
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event and the site where it is to occur 
by using a computer-generated random 
number, in accordance with standard 
Monte Carlo procedure (7). Impinge- 
ment is the addition of an atom at a site 
on the surface, and its probability is as- 
sumed to be proportional to the super- 
saturation in the vapor. In terms of the 
chemical potential, pL, the deposition rate 
is 

k+ = v exp (lt/kT) (1) 

where v is a frequency factor, T is the 
absolute temperature, and k is Boltz- 
mann's constant. Here I have used the 
dilute-solution approximation relating 
the chemical potential and the concen- 
tration C in the vapor, ut - u") = kT 
In C/C(e), where the superscript denotes 
an equilibrium quantity (8). The impinge- 
ment rate is independent of the local 
surface structure, as expected for a crys- 
tal surface in contact with a vapor. 

Evaporation is the removal of an atom 
from the surface region, and it proceeds 
with a frequency k,- that is highly sensi- 
tive to the structure: 

Fig. 1. Ball models for fcc crystals. (a) The models are terminated along the three different low- 
index orientations with Miller indices as indicated. The darker shades correspond to atoms 
belonging to layers that are farther removed from the surface, and individual atoms and those 
belonging to small clusters on the surface are white. (b) Octahedron that results when the crys- 
tal is bounded by the eight (111) and equivalent faces. (c) Truncated octahedron with (111) and 
(100) faces. 
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kn- = v exp (-nolkT) (2) 

where n is the number of bonds to other 
atoms of the crystal, and q is the energy 
required to break one bond. In effect, I 
assume that evaporation is a simple acti- 
vated process. Equilibrium prevails 
when the average rate of impingement is 
balanced by evaporation, so that the 
number of atoms in the crystal remains 
essentially constant over long periods of 
time. The chemical potential required for 
equilibrium is u(e) = -ZO/2, where Z is 
the number of nearest neighbors of an 
atom in the bulk (9) (Z = 12 for the fcc 
lattice). The corresponding impingement 
rate is equal to the rate of evaporation 
from a surface site with exactly half of 
the neighbors present, the "kink site" of 
early theories of crystal growth (10, 11). 
This site is unique because an entire lay- 
er of atoms can, in principle, be depos- 
ited by sequential deposition only on 
kink sites. Most crystals grow under 
conditions where the impingement and 
evaporation fluxes are nearly equal, and 
the net rate of accumulation of atoms in 
the crystal is relatively small. 

Habit 

The symmetry of a crystal lattice is of- 
1) ten reflected in the external shape, or 
?0 habit, of the crystal. In general, the dep- 

osition rates on different segments of the 
crystal surface may depend on the orien- 

1.5 2.0 tation of the segments relative to the 
crystal lattice. The characteristic shapes 
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of crystals found in nature are primarily 
a result of this anisotropy of the deposi- 
tion rate. Suppose, for example, that a 
small fcc crystal in the shape of a sphere 
is placed in an environment that is uni- 
formly supersaturated. All possible ori- 
entations are represented on its surface, 
including those shown in Fig. la. If the 
growth rate were isotropic, the crystal 
would remain perfectly spherical during 
growth. Anisotropic growth will cause 
distortions of this shape, and, if the an- 
isotropy is appreciable, the rapid accu- 
mulation of material on the fast growth 
directions will leave extended flat sec- 
tions (facets) parallel to the slow growth 
orientations. The initial shape of the 
crystal will have little effect on the ulti- 
mate product, provided that the initial 
crystal is relatively small. Very slow 
growth on the (111) face and equivalent 
orientations produces an octahedron 
(Fig. lb), and a truncated octahedron oc- 
curs when the growth rate on the (100) 
face is nearly equal to that on the (111) 
face (Fig. lc). 

Gilmer and Jackson simulated deposi- 
tion on the three orientations illustrated 
in Fig. la, using the model described 
above (12). We calculated the average 
growth rates from the net change in the 
number of particles after the simulation 
of millions of condensation and evapora- 
tion events. These rates are plotted in 
Fig. 2 as a function of the chemical po- 
tential driving force, A4 = ,u - ?(e), and 
at three different temperatures. Two dis- 
tinct types of kinetics are apparent from 
the data: (i) Continuous growth usually 
occurs at high temperatures (Fig. 2c) and 
is characterized by a linear dependence 
of the growth rate on Ag. In this case 
even the close-packed (111) plane offers 
little impediment to the condensation of 
atoms. (ii) Nucleation kinetics occur at 
low temperatures on the (111) and (100) 
faces (Fig. 2a); in this case the growth 
rate remains essentially zero for small 
positive values of A/u. (We have included 
a large range of A/ values in Fig. 2, but 
most crystals are actually grown at val- 
ues less than 0.5 kT and values of 0.01 kT 
are common during growth from solu- 
tion. Very large values may exist in mo- 
lecular beam systems, however.) Large 
kinetic anisotropy occurs at the lower 
temperatures where some facets exhibit 
nucleation kinetics, but growth is nearly 
isotropic at kTI/f = 1.0, where the con- 
tinuous mechanism is operative on all 
three faces. 

When AA, is smaller than 2 kT, the 
(111) face is essentially immobile at the 
lowest temperature (Fig. 2a). Since the 
other orientations have appreciable 
growth rates at values of All > kT, a per- 
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Fig. 3. Typical configurations of the sc (100) face generated by the Monte Carlo simulations in 
the case of a crystal in equilibrium with its vapor. Atoms are drawn as cubes. Small clusters and 
atoms with fewer than three bonds and the equivalent vacancy configurations are not represent- 
ed. The numbers adjacent to the figures indicate the value of kT/4 used in the simulations. 

fect single crystal growing in the range 
kT < Ap < 2 kT would expand quickly 
until it assumed an octahedral shape. At 
this point, all measurable growth would 
cease. Indeed, octahedral crystals are 
observed in supersaturated vapors of 
certain fcc metals (13). When Au > 5 kT, 
other planes have growth rates within 
about a factor of 2 of that of the (111) 
face, and the habit of the crystal may al- 
so include facets corresponding to these 
directions. 

The variations in growth rates are re- 
lated to the different atomic configura- 
tions shown in Fig. la. Atoms on the 
(111) face have fewer nearest-neighbor 
bonds than atoms on the (100) or (110) 
faces. A single atom, or adatom, on a 
perfect (I 1) face has three bonds, on the 
(100) face it has four, and on the (110) 
face it has five (see Fig. la). Thus, al- 
though each face experiences the same 
incident flux, the atoms that attach to the 
(110) face, for example, do not evaporate 
as readily as those on the (100) and (111) 
faces (see Eq. 2). The relative ability to 
retain impinging atoms accounts qualita- 
tively for the simulation results; it cor- 
rectly predicts which faces have the fast- 
est and slowest growth rates. 

The (111) and (100) faces can exist in a 
state of metastable equilibrium with a 
slightly supersaturated vapor for long pe- 
riods of time. The density of adatoms re- 
mains low on these faces because of their 
relatively fast evaporation rate. Most 
atoms impinging at low temperatures 

produce adatoms, and hence an approxi- 
mate expression for the adatom density 
is obtained by equating the impingement 
rate k+ and the adatom evaporation rate, 

Pm = k+lkm- (3) 

where Pm is the probability of finding an 
adatom on one of the sites and m is 3 or 4 
for the (111) and (100) faces, respective- 
ly. From Eqs. 1, 2, and 3 we find that 
p = 4.54 x 10-5 and p4= 1.27 x 10-3 at 
kT/h = 0.3 and with AA = 0. These faces 
remain very smooth and flat in equilibri- 
um, and even a small supersaturation 
does not change their structure appre- 
ciably. 

However, a few clusters are generated 
on these faces by a fortuitous series of 
impingement events on neighboring 
sites. A very small cluster is more likely 
to disintegrate than to expand, since 
atoms at its periphery are only weakly 
bonded to the crystal. But occasionally a 
cluster may appear that is larger than the 
critical size for nucleation; this cluster is 
more likely to continue growing because 
of the stabilizing influence of the bonds 
within the cluster itself. Although the 
formation of a critical cluster may be 
rare, once such a cluster is formed it can 
grow until it covers the entire face of the 
crystal. 

The size of the critical cluster depends 
on the binding energy of atoms on the 
crystal face, and on AA. A large binding 
energy slows evaporation and favors 
small critical clusters, hence the (100) ki- 
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netics are faster than (I1). Likewise, a 
large value of A/x increases k+, and the 
diameter of the critical cluster is found to 
be inversely proportional to Al (1). Sim- 
ulation data on cluster nucleation are in 
accord with a modified form of the early 
nucleation theory (14, 15). When Ax is 
very small, the critical cluster size is 
large and the probability of generating 
such a cluster is minute. 

The (110) face has quite different ki- 
netic properties. Consider a cluster of 
two atoms on neighboring sites (in the 
same row of Fig. 1). Each atom in the 
cluster has six bonds, five to atoms in the 
layers below and one to the other atom in 
the cluster, and therefore each has the 
kink site evaporation rate. But the im- 
pingement rate on the two sites at the 
ends of the pair is larger by a factor of 
exp (A/lkT) according to Eq. 1, and 
hence a pair of adatoms is stable at any 
positive value of A/i. Thus large clusters 
are not necessary, and the probability of 
generating a critical nucleus is significant 
at all values of AA. For this reason mea- 
surable growth rates are observed for 
any Au > 0. This property in general ap- 
plies to all surfaces except the close- 
packed orientations, where the atoms 
are connected by a two-dimensional net- 
work of bonds. 

The simulation results for the (111) 
and (100) faces seem to imply that these 
faces grow by a nucleation mechanism at 
low temperatures, and that there is a 
transition to continuous growth at high 
temperatures. Nucleation is apparently 

not necessary above a critical temper- 
ature that depends on the crystal face. 
The possibility of such a surface phase 
transition at a specific temperature has 
been debated for a number of years. Bur- 
ton and Cabrera (16) and Jackson (17) 
approached this question by investigat- 
ing models for the structure of the inter- 
face under equilibrium conditions. In 
both cases, an Ising model was used to 
represent only one layer of sites on the 
surface of a perfect crystal. These inves- 
tigators showed that this layer is exactly 
equivalent to a two-dimensional (2d) 
model. They concluded from the known 
properties of this latter system that a def- 
inite surface roughening temperature 
should exist, corresponding to the phase 
transition that occurs at the critical tem- 
perature, Tc'2d). Far below this temper- 
ature, the surface layer contains only a 
small number of adatoms and a few clus- 
ters, and Eq. 3 is accurate. But as 
T -- Tc(2d), the occupancy of the surface 
layer approaches 50 percent. These re- 
searchers assumed that nucleation kinet- 
ics would exist only below Tc'2d', since 
above this point large clusters are always 
present as a basic part of the interface 
structure. 

Although the 2d Ising model of the in- 
terface provides suggestive evidence for 
a roughening transition, the restriction to 
a single layer places a severe constraint 
on the system. This restriction was re- 
moved in the diffuse interface theory of 
Cahn and Hilliard (18), where the density 
of the interfacial region was represented 

by a continuous function of the vertical 
coordinate. Surprisingly, this theory pre- 
dicted that a region of metastable equi- 
librium persists at all temperatures, al- 
though it is confined to very small values 
of A/x at high temperatures. A rough- 
ening transition is not present, and high- 
ly anisotropic growth is always possible 
if the driving force is sufficiently small. 
Temkin (19) extended Jackson's model 
to a multilevel interface and also found 
that the roughening transition was sup- 
pressed. However, in both of these mod- 
els the mean field (Bragg-Williams) ap- 
proximation was used, and this method 
assumes a random distribution of atoms 
in each layer (8). The preferential clus- 
tering of atoms as a result of the inter- 
action between neighbors is not cor- 
rectly treated. For this reason, mean 
field methods give unphysical results in 
situations where the particles tend to 
form compact clusters; for example, ze- 
ro growth rates are calculated for the in- 
terface models over an appreciable range 
of driving force (19). Thus, these theo- 
ries cannot be trusted. 

Later, multilevel models of the inter- 
face were examined by means of the 
Monte Carlo method (20). A transition 
from nucleation to continuous growth 
was suggested by a calculation of deposi- 
tion rates on the simple cubic (sc) (100) 
face (21); these results are similar to the 
more recent data presented above for the 
fcc (100) face. Furthermore, it was found 
that the equilibrium interface was de- 
localized at high temperatures (9). At 

Fig. 4. Configurations of an sc (100) face during an initial transient period of growth (see text). Here kTIk = 0.25 and hAlkT = 2. 
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low temperatures, where nucleation ki- 
netics were observed, the equilibrium in- 
terface appeared to be pinned at one lat- 
tice plane and the average height of the 
surface never changed by more than a 
small fraction of the distance between 
close-packed layers. At the higher tem- 
peratures, however, the interface was no 
longer stationary and the average height 
was observed to fluctuate through large 
distances. Some of the configurations 
generated by the Monte Carlo method 
are shown in Fig. 3, where the (100) face 
of an sc lattice is in equilibrium with the 
vapor. [Because of the square arrange- 
ment of atoms in the surface layer, the 
kinetics and equilibrium properties of 
this face are nearly identical to those of 
the fcc (100) face discussed above.] Be- 
low the roughening temperature, TR, 
clusters of adatoms and vacancies are of 
limited size, whereas above TR clusters 
that extend across most of the simulated 
region are present. The random growth 
and decay of these clusters permit the in- 
terface to move in the vertical direction. 
Moreover, these clusters provide stable 
nuclei when exposed to a supersaturated 
vapor, and for this reason the crystal can 
grow continuously without the need for 
nucleation. 

The first theoretical approach in agree- 
ment with this picture was given by 
Weeks et al. (22). They pointed out that 
the interface density profile must vanish 
when the interface becomes delocalized. 
A low-temperature series for the profile 
width was calculated, and series extrap- 
olations indicated that the width diverges 
at a temperature slightly above T('2). 
This result and the Monte Carlo data 
provided rather convincing evidence that 
the multilevel interface does exhibit a 
roughening transition. 

The most definitive theoretical evi- 
dence is now provided by work relating 
the multilevel interface model to other 
systems with confirmed phase transi- 
tions. Chui and Weeks (23) obtained a di- 
rect relation to the metal-insulator transi- 
tion in a two-dimensional Coulomb gas, 
and van Beijeren (24) derived a relation 
to the phase transition in the six-vertex 
or F model. These results confirm the 
predicted divergence of the interface 
profile width and show that thermody- 
namic quantities such as the specific heat 
do not exhibit anomalous behavior near 
TR. 

Recent experiments have clearly 
shown the practical consequences of the 
roughening transition. A complete dis- 
appearance of facets on vapor-grown 
crystals has been observed at temper- 
atures well below the melting point. 
Jackson and Miller (25) observed a dras- 
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tic change in the morphology of hexa- 
chloroethane crystals above 100?C and 
also in ammonium chloride above 160?C. 
Similar results were found recently by 
Pavlovska for adamantane crystals (26). 

Transients 

More information about the interface 
kinetics can be derived from the tran- 
sient response of an interface to the sud- 
den application of a driving force. For 
this study, a crystal initially in equilibri- 
um with its vapor is suddenly placed in a 
supersaturated region and the sub- 
sequent deposition rate is monitored. 
Such experiments were first performed 
with electrocrystallization systems, 
where the driving force can be applied by 
means of an external potential on the 
electrodes and the current is proportion- 
al to the rate of crystallization (27). Some 
of the configurations that occur during a 
Monte Carlo simulation of this process 
are illustrated in Fig. 4. The correspond- 
ing equilibrium surface is quite smooth, 
with only a few adatoms and vacancies. 
In the presence of the driving force, clus- 
ters are generated at various places on 
the crystal surface. This series of pic- 
tures indicates that a number of stable 
clusters are nucleated in each layer. (In 
this case the critical cluster contains 
about five atoms.) The layer is com- 
pleted when the clusters merge with one 
another and fill up all the remaining 
holes. 
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The average rates of deposition during 
the transient period are shown in Fig. 5, 
where t = 0 is the time at which the driv- 
ing force was applied (28). The curve 
with the lowest indicated temperature 
(kT = 0.25h) corresponds to the condi- 
tions of Fig. 4. The initial rates are small 
in this case, before many stable clusters 
have been deposited. At that time, most 
of the atoms impinging on the surface 
produce adatoms that quickly evaporate. 
As stable clusters nucleate and spread, 
the growth rates increase and reach a 
maximum when about two-thirds of a 
monolayer is deposited. The subsequent 
minimum occurs shortly after a mono- 
layer of material has been added. At this 
point many of the clusters in the first lay- 
er have merged, and nucleation at the 
second level has not progressed very far 
(see Fig. 4f). Later, after clusters in the 
second layer have expanded, a second 
maximum occurs, and the damped oscil- 
lations indicate the deposition of succes- 
sive layers. 

The random nature of the impinge- 
ment and nucleation processes causes lo- 
cal regions of the crystal surface to expe- 
rience different rates of deposition. As a 
result, the surface becomes distributed 
over many levels and the local regions 
reach their maximum growth rates at dif- 
ferent times. This leads to a time-inde- 
pendent asymptotic rate. The amplitude 
of the growth rate oscillations is a mea- 
sure of the extent to which the interface 
is localized. 

The roughening transition is reflected 

Fig. 5. Transient 
growth rates of the sc 
(100) face. The data 
points plotted are the 

kT= 0.67, average desposition 
rates during the time 
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driving force is ap- 
plied. Each data point 

d,.oo0 o?,Pcp F6Jp6b represents an aver- 
1k,T = 0500 age of 50 to 100 simu- 

lations on 60 by 60 
segments. Vertical 
lines on the data 
points indicate the 

o*o??? ??oo?o a J, o completion of a new 
oO layer. The letters 

next to the data for 
kT/I = 0.25 indicate 
the approximate times 
at which the corre- 
sponding pictures in 
Fig. 4 were taken. The 
driving force was 
chosen in each case 
to give approximate- 
ly equal asymptotic 
growth rates; A/lkT = 
2 when kTI4 = 0.25; ? ??, , ..._, Av/kT = 0.6 when kT/4 

40.0 60,0 = 0.50; and A/XtkT = 
0.5 when kTIr = 0.67. 
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in the transients at high temperature that when certain defects are present. I now 
are shown in Fig. 5. At kTI/ = 0.50, the discuss mechanisms involving disloca- 
transient is qualitatively similar to that at tions and impurities. 
the lower temperature, although the am- A screw dislocation imposes a spiral- 
plitude of the.oscillations is smaller and ramp structure on the layers of atoms in 
the first minimum is considerably larger. the crystal lattice (2). When the dis- 
The equilibrium surface at this temper- location intersects a surface, one or 
ature has many small clusters of adatoms more steps originate at the point of inter- 
and vacancies, and the edges of these section (Fig. 6a). Steps correspond to the 
clusters afford sites where the impinging boundaries of incomplete layers and pro- 
atoms can attach securely to the crystal. vide sites of high coordination that can 
The transient at kTlf = 0.67 exhibits on- serve as growth sites. Because of the 

ly a short initial decrease to a constant, topology of the defective lattice, the lay- 
steady-state growth rate. There is no evi- ers cannot be completed even as the 
dence of nucleation, and again these re- crystal grows and steps are always pres- 
sults imply a transition from nucleation ent. The spiral mechanism is illustrated 
to continuous growth. The transition oc- in Fig. 6. A dislocation with a double 
curs between kT = 0.500 and kT = Burger's vector terminates at the center, 
0.67q, precisely the region where the and during growth the two associated 

change in the equilibrium structure was steps wind up into a double spiral that 
observed (Fig. 3). Transients similar expands to cover the face. 
to the low-temperature case have been The simulated growth rates of a face 
measured in electrodeposition experi- intersected by such a dislocation are 
ments (27), but the gradual diminishing shown in Fig. 7; for comparison, the 
of the oscillations with increasing tem- growth rates of a perfect crystal are also 

perature has not yet been observed. shown (29). At the lower temperature 
(kT/I = 0.25) the presence of the screw 
dislocation does increase the crystal 

Spiral Growth growth rate considerably, especially at 
small A,4. Measurable growth is obtained 

My discussion thus far has been con- at much smaller values of At. A sim- 
fined to the growth of perfect crystals. plified theoretical treatment of spiral 
We have seen that thermal roughening growth (30) predicts that the growth rate 
can create large clusters that permit mea- R is proportional to (AY)2, but the data in 
surable growth on low-index planes. Fig. 7 are described more accurately by 
This effect can account for the rapid the relation R c (AtU)2.2. This difference 

growth of dislocation-free silicon, for ex- is caused by the additional contribution 

ample (4). However, crystals can grow at of nucleation at the higher values of Ap, 
low temperatures and small Art only (31). Crystal growth rates are often char- 

Fig. 6. The formation of a spiral step pattern is illustrated on an sc (100) face. A single screw 
dislocation intersects the surface segment at the center, and at this point two steps originate. In 
equilibrium the two steps are essentially straight, but, when the driving force is applied, they 
advance and eventually can provide a dense array of edge sites over a macroscopic crystal face. 
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acterized by the best exponent n in the 
relation R o (A,r)n. Experimental studies 
seldom yield the integer values predicted 
by most theories. These results suggest 
that nonintegral values of n may result 
from data taken in a range of AA where 
several mechanisms are operative. 

Impurities 

Deposition on close-packed faces may 
also be enhanced by the presence of im- 
purities. For the present purpose, an im- 
purity may be defined as any species ex- 
cept the primary component in the crys- 
tal. There are a number of practical uses 
for impurities; for example, hydrogen 
and chlorine are commonly used to facil- 
itate the deposition of silicon at temper- 
atures far below the melting point (32). 
Even minute quantities of specific mate- 
rials can have drastic effects on the ki- 
netics of crystal growth (33). Because of 
the difficulty of controlling the quantity 
of impurities and determining the loca- 
tion, the function of impurities is still not 
well understood. Simulation models, 
however, are ideally suited for impurity 
studies. All of the parameters that define 
the system are known, including the ex- 
act location of each impurity atom. 

In general, impurities will enhance the 
interface mobility if they tend to increase 
the binding energy of a host atom to the 
surface. The decisive influence of this 
binding energy is evident in the com- 
parative kinetics of the fcc (111) and 
(100) faces shown in Fig. 2a. Impurities 
may increase this energy in one of two 
ways. (i) An impurity that forms a strong 
bond to the host atom will adhere to the 
crystal surface and afford favorable sites 
for the adsorption of host atoms in its vi- 
cinity. (ii) A volatile impurity that forms 
a monolayer on the surface can stabilize 
host atoms simply through the provision 
of a large number of impurity-host 
bonds. 

The kinetics of the sc (100) face with 
the first type of impurity are shown in 
Fig. 8 (triangular symbols) (31). In this 
case ^AB = 2^AA, and ^AA = 

;BB; AB, 

o^AA, and bBB are the energies of bonds 
between the atoms indicated by the sub- 
scripts. Here A corresponds to the host 
atom and B to the impurity. In this case 
the flux of B atoms from the vapor was 
kB+ = 2.5 x 0-3kA+, a rather small val- 
ue. These impurities tend to be sur- 
rounded by A atoms in the crystal, be- 
cause of the large AB bond energy, and 
form an ordered alloy when present in 

large quantities. 
As might be expected, these impurities 

are most effective at small values of Ai. 
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Fig. 7. The steady-state growth rates of sur- 
faces intersected by a screw dislocation 
(closed symbols) are compared with the 
growth rates of perfect crystal surfaces (open 
symbols). The numbers adjacent to the curves 
indicate the value of kT/f. The low-temper- 
ature data were obtained with a screw dis- 
location that has two associated steps, as 
shown in Fig. 6, whereas the high-temper- 
ature data were calculated with a dislocation 
that has four steps. 

Here the slow nucleation rate suppresses 
the growth of the pure crystal, and even 
a very small flux of impurities will cause 
a large increase in the number of critical 
nuclei. At large values of A, where the 
nucleation rate exceeds kg+, there is little 
effect. 

A finite growth rate is observed even 
when Au--> 0. This is possible because 
the impurities occasionally impinge on 
vacant sites in the exposed close-packed 
layer of atoms. As the concentration of 
impurities increases in this layer, the sta- 
bility of clusters on the surface is in- 
creased. Thus, the gradual transforma- 
tion of the surface layers allows slow 
growth even under conditions where the 
pure crystal is in equilibrium. The value 
of Al, plotted here is the difference be- 
tween tLA and the equilibrium value for a 
pure crystal, whereas the presence of the 
B atoms actually produces a more stable 
crystal with a lower vapor pressure. 
Thus, the value of At required for equi- 
librium is somewhat negative when these 
impurities are present. 

A very different mode of crystal 
growth can operate when clustering im- 
purities are present; that is, when 

)AB < (kAA + "BB)/2. The weak AB 
bond tends to favor the aggregation of 
like atoms. Crystals composed of ap- 
proximately equal quantities of A and B 
atoms usually exhibit phase separation 
below a critical mixing temperature TM. 
Macroscopic regions are formed that are 
rich in either the A or the B component. 

Clustering impurities may segregate at 
the crystal surface when the B com- 
ponent is more volatile; that is, when 
OBB <( (AAA Optimum bonding is ob- 
tained with the A atoms occupying the 
interior sites where all of their bonds are 

saturated and with the B atoms at the 
surface. The relative sizes of the A and B 
atoms may also affect segregation in 
some systems, but the Ising model does 
not account for different atomic sizes 
(34). 

A layer of impurity can adhere to the 
surface even when the concentration in 
the vapor is below the bulk precipitation 
value; that is, UB < UB(e). This is evident, 
at least at low temperatures, from the 
following kinetic argument. An impurity 
monolayer can be deposited, in prin- 
ciple, by the addition of atoms to kink 
sites. The monolayer kink site has m 
neighbors in the layer beneath, A atoms, 
and (Z/2 - m) neighbors in the impurity 
layer. The kink site evaporation rate 
is v exp [m(AB/kT - (Z/2 - m)BBkT], 
which, for stability, must be equal to 
kB+ = ve'"IkT. Equating these rates, we 
obtain 

/LB = B(-- m(AB - (BB) (4) 

where xB(e) --3 BB Thus, when 
<IAB > bBB, the chemical potential B re- 
quired to stabilize the impurity layer is 
less than the bulk precipitation value. 
Impurity layers of finite thickness will al- 
so be present for larger values of /B 
which are less than B(fe. 

This argument is valid at low temper- 
atures, where the bulk of the crystal con- 
tains few B atoms and the monolayer 
contains few A atoms. More complete 
analyses (35) indicate that the surface 
composition changes abruptly from an 
A-rich layer to a B-rich layer as /tB in- 
creases. The change is discontinuous 
when the temperature is smaller than a 
critical point that is approximately equal 
to the 2d AB critical mixing temperature, 
TM(2d) 

The kinetics of an sc (100) face with a 
layer of clustering impurities are also in- 
cluded in Fig. 8. Here, PAB = 0.533 (^AA, 
and BB = 0.4PAB. Again, the impurities 
enhance the growth rate, especially at 
small values of A/. Note the apparent 
linear dependence of R on A/ for small 
values of A/u. This implies that nucle- 
ation is not required when clustering im- 
purities cover the surface. Also, the im- 
purity mechanisms clearly dominate the 
other modes of growth at small values of 
At,. Thus, spiral kinetics are not the fast- 
est mode of crystal growth for small A/4, 
since the parabolic dependence on Al^ 
leads to a very small growth rate in this 
region. 

The kinetics of the segregated surface 
are similar to those associated with ther- 
mally roughened surfaces. The growth 
rates are much smaller, but this is to be 
expected since there are only a few sites 
where an A atom has a large binding en- 

-.; -A-- Ordering impurities / 
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' 
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Fig. 8. Growth rates in the presence of impu- 
rities are compared with the growth rates of 
the pure crystal. (Dislocations are excluded in 
all cases.) The chemical potential of the order- 
ing impurities was maintained at the value 
AB = AA - 6 kT, whereas that for the cluster- 
ing impurities was fixed at /tB = IB(e)- 0.5 
kT, where /B(e) is the value required for equi- 
librium with a crystal composed of B atoms. 
Here A/ = A A= /LA - A(e) 

ergy to the crystal. Most sites in the sur- 
face layer are occupied by impurities, 
and the weak 4>AB bonds alone do not 
provide a large binding energy. Only 
those atoms that impinge on vacant sites 
in the surface layer have a high probabili- 
ty of being captured by the growing crys- 
tal. 

Although the data of Fig. 8 are consist- 
ent with the idea that the layer of impu- 
rities causes roughening of the crystal 
surface, the transient data of Fig. 9 are 
not compatible with this notion. These 
data are the average growth rates sub- 
sequent to the application of the driving 
force AA = 2 kT. Initially the crystal 
was in equilibrium with a vapor that in- 
cluded impurities. The presence of oscil- 
lations implies that the interface was 
highly localized in the equilibrium state. 
In fact, the amplitude of the oscillations 
is actually larger than that observed for 
the pure crystal (Fig. 5) at any temper- 
ature. This suggests that the segregated 
surface remains localized for a longer 
time than the pure crystal surface. 

The layer of volatile impurities acts in 
a manner analogous to a thin layer of liq- 
uid on the surface of the crystal. In equi- 
librium the concentration of A atoms in 
the layer is small, but, when Aui is ap- 
plied (LA > ,^A(e)), the concentration 
gradually increases. The A atoms either 
replace the impurities or promote them 
to the next layer. Eventually the A atoms 
predominate in the layer. A new layer of 
impurities condenses, and the process 
repeats itself. The surface remains rela- 
tively flat because the clustering of A 
atoms is less pronounced with the impu- 
rities present. 
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Fig. 9. Transient growth rates of crystals in 
the presence of ordering (crosses) and clus- 
tering (squares) impurities. In both cases 
AiA = 2 kT, but AB = /A-6 kT and 

B = /B (e) - 0.5 kT for the ordering and clus- 
tering impurities, respectively. 

The operation of the surface segrega- 
tion mechanism is rather sensitive to the 
detailed interactions between the host 
and impurity atoms. In the simulation 
described above, the segregated layer in 
equilibrium consists of approximately 20 
percent A atoms, 75 percent B atoms, 
and 5 percent vacant sites. The growth 
rate is limited primarily by the rate at 
which A atoms impinge on the vacant 
sites, and for this reason a relatively vol- 
atile impurity is effective. Another factor 
to consider is the value of TM(2d) for the 
segregated layer. Operation below this 
point will produce nucleation kinetics, 
since A-rich clusters would then have to 
be nucleated. 

Also shown in Fig. 9 are the transient 
growth rates of the crystal with the or- 
dering impurity. In this case, the initial 
vapor did not contain the impurity; at 
t = 0 the vapor pressure of the A com- 
ponent was increased to give A^A = 2 kT 
and the impurity was introduced into the 
vapor. The small initial rates indicate 
that few of the atoms stick at first. In 
fact, the initial rise in the growth rate is 
almost identical to that plotted in Fig. 5 
(kT/( = 0.25), and this result is not sur- 
prising since the initial states of the two 
crystals are identical. However, sub- 
sequent oscillations are almost entirely 
absent when the ordering impurity is 
present. This indicates that the interface 
rapidly assumes a multilevel structure, 
and certainly the enhanced nucleation of 
clusters around the impurities should fa- 
cilitate the spreading of the interface. 
Impurity atoms may impinge on the top 
of small clusters in the first layer and 
thus initiate clusters in the second layer 
before the first layer is even approaching 
completion. Again, it is apparent that 
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ordering impurities promote growth 
through a qualitatively different mecha- 
nism from segregating impurities. 

The composition of a crystal grown 
with impurities may differ substantially 
from the values corresponding to equilib- 
rium phase diagrams. At large values of 
AFt, the more volatile component is 
trapped in excess of the equilibrium con- 
centration (36). This occurs because this 
component impinges at the interface rel- 
atively fast as a result of its high vapor 
pressure, but the rapid motion of the in- 
terface permits insufficient time for evap- 
oration of the atoms and many are 
trapped in the crystal. This effect may be 
enhanced when a layer of the volatile 
component segregates at the surface, 
and rapid growth may trap portions of 
this layer in the crystal. 

Simulation data for the amounts of the 
impurity incorporated are shown in Fig. 
10. A steep initial rise in the concentra- 
tion of B atoms (clustering impurity) 
with Aiu is apparently the result of the 
relatively stable monolayer of B atoms at 
the surface. Also plotted are data for an 
ideal alloy impurity with (AB = (4AA + 

iBB)/2, but with the same value of /)AB 
and approximately the same equilibrium 
concentration. The initial rise is much 
more gradual in this case, where segrega- 
tion does not occur. 

The concentration of clustering impu- 
rities captured by the crystal can exceed 
the maximum solubility of the B atoms in 
the A-rich region. The data of Fig. 10 in- 
dicate that CB = 0.13 at At/kT= 0.5, 
whereas the maximum equilibrium con- 
centration at this temperature is CB( e 
0.02; when larger amounts of impuri- 
ty are present, the system will even- 
tually precipitate the B-rich phase. Thus, 
the kinetics of the growth process have 
produced a metastable alloy. Since the 
B-rich phase can only be created by a nu- 
cleation event, the metastable system 
may remain indefinitely in the super- 
saturated condition. A small solid-state 
diffusion coefficient also slows the pre- 
cipitation process. New techniques of 
crystal growth that generate very large 
values of AtA have produced metastable 
systems with impurity concentrations 
that exceed the equilibrium value by sev- 
eral orders of magnitude (37). With tech- 
niques of this sort available, a whole new 
class of materials can be constructed 
with new and perhaps useful properties. 

The enhanced rate of impurity capture 
in the presence of a segregated layer may 
explain variations in impurity capture on 
different close-packed faces of a single 
crystal. Certain minerals and artificially 
grown crystals exhibit sectors of high im- 
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Fig. 10. The concentration of impurity 
trapped in the crystal. The square and circular 
symbols correspond to the ordering and clus- 
tering impurities, respectively, under precise- 
ly the conditions specified in Fig. 8. 

purity concentration that correspond to 
the regions of the crystal deposited on 
specific low-index faces (38). Since the 
surface layers along different low-index 
orientations have different binding en- 
ergies for impurities, it is apparent that 
the driving force for segregation may de- 
pend on orientation. Thus, some orienta- 
tions may contain B-rich monolayers, 
whereas others do not. The results in 
Fig. 10 suggest that the capture of impu- 
rities will be significantly greater on sur- 
faces containing the B-rich layer. 

The ordering impurities are incorpo- 
rated in the greatest numbers at small 
values of Aiu. These impurities are more 
likely to stick than the host atoms, espe- 
cially at small values of A1i where the 
probability of an atom sticking is very 
small. As Alu is increased, few impurity 
atoms impinge on a given layer of the 
crystal and the concentration is reduced. 
In general, an increase in Au causes an 
increase in the impurity concentration 
when QAB < ^AA and a decrease when 
^AB > O)AA- 

Final Remarks 

Computer simulations of the kinetic 
Ising model have demonstrated that a 
number of factors influence the motion 
of the interface. Important are the ar- 
rangement of the atoms at the surface, 
the surface temperature, screw dis- 
locations, and impurities. In addition, al- 
though not discussed above, simulations 
have shown that the growth rates are 
sensitive to the mobility of atoms parallel 
to the interface (39). At the present time, 
simulations are the most effective meth- 
od of treating dynamic systems of this 
kind, where complex phase transitions 
play an important role. 

Practical benefits must result from a 
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better understanding of the kinetics of 
the interface. For example, thin, poly- 
crystalline metallic films are applied to 
numerous devices to prevent corrosion 
and to provide conducting paths. A 
smooth film of uniform thickness is de- 
sirable for most purposes. But, since the 
kinetics of deposition are usually an- 

isotropic, different crystallites in the film 
will thicken at different rates and pro- 
duce a coarse and irregular structure. 
From the discussion above, we see that 
the conditions can be modified in several 
ways to reduce the kinetic anisotropy. (i) 
The temperature can be increased to ex- 
ceed the roughening point of all faces. (ii) 
The driving force can be increased (Fig. 
2a). (iii) Impurities can be added to the 
system to facilitate nucleation on close- 
packed faces. In practice, impurities are 
often used for this purpose, but a better 
understanding of the exact role of the im- 
purity may facilitate the search for the 
most effective agent. 

The Ising model is well suited to a 
study of interface kinetics. It is probably 
the simplest model that can exhibit the 
basic phenomena of surface roughening, 
impurity segregation, and lattice defects. 
It is equivalent to the Kossel model dis- 
cussed by Volmer (10) and Stranski (11) 
many years ago. However, only recently 
has the computer technology been devel- 
oped that has enabled us to evaluate its 
properties in some detail. Improvements 
in the model are needed, in order to treat 
other important aspects of crystal 
growth. Models that allow continuous 
atomic coordinates can exhibit the for- 
mation of lattice defects during the crys- 
tal growth process. Also, an accurate 
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mation of lattice defects during the crys- 
tal growth process. Also, an accurate 

treatment of the crystal-melt intenace ki- 
netics requires a more detailed model. 
Thus, although considerable progress 
has been achieved, a number of inter- 

esting problems remain to be solved. 
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