
An Explanation of the Language of a Chimpanzee 

Abstract. The language behavior of the chimpanzee Lana, previously described 
by Rumbaugh (1977), can be simulated by a computer model in which the animal 
selects, depending upon context, one of six stock sentences with fixed and variable 
elements. 

We have been studying the LANA 
Project of Rumbaugh and his colleagues 
(1) with two main objectives: (i) to de- 
scribe the minimum set of abilities neces- 
sary to account for the chimpanzee's use 
of the Yerkish keyboard language and (ii) 
to examine the extent to which principles 
of reinforcement can explain this behav- 
ior. We propose that Lana's behavior 
can, to a large extent, be attributed to 
two basic processes: paired associate 
learning and conditional discrimination 
learning. Lana was capable of rapidly 
learning a large number of paired associ- 
ates (that is, lexigrams appropriate for 
particular objects, people, or events). 
She was also able to learn to produce one 
of several "stock sentences" of lexi- 
grams depending upon situational cues, a 
conditional discrimination. In producing 
these sentences she was able to insert an 
appropriate paired associate in an other- 
wise fixed string of lexigrams. 

Table 1 is a decision table of condi- 
tions that we propose determine which 
of six stock sentences is appropriate in a 
given context. The table shows the cir- 
cumstances under which each of the sen- 
tences was used. These are whether an 
experimenter has an object, whether it is 
food, and if so, whether it is placed in a 
dispensing machine. For example, if 
food is in the machine, the first stock 
sentence (S1) is used [for example, 
(Please machine give milk.)]. In contrast, 
if a nonfood object is present, then S2 is 
used [for example, (Please Tim give 
ball.)]. Table 2 lists paired associates for 
the people and incentives that are part of 
a given context. 

All of the sentences in Table 1 share 
the following features: constant elements 
(for example, the lexigrams for starting 
and ending a sentence), variable ele- 
ments (for example, the name and in- 
centive), and finally, an element for the 
activity (such as "give" or "move"). A 
prototypical stock sentence can be rep- 
resented as (Please <name> <activity> 
<incentive>.). Lexigrams in the same 
semantic class have the same color, but 
the sequence of colors is not the same for 
all sentences. In some cases a stock 
sentence involves additional lexigrams 
("out-of room" and "in machine") 
whose selection is determined by the 
particular activity word chosen. For ex- 
ample, in S2 selection of the activity 
word "move" entails selection of addi- 
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tional words ("into room") to be placed 
at the end of the string. In Table 1 an ac- 
tivity word and its additional words ap- 
pear together to show this relationship. 

In order to test this analysis of Lana's 
behavior, we wrote a computer program 
in BASIC, building into the program the 
set of skills described above. Input to the 
program consists of a description of the 
context as shown in the sample output of 
the program in Table 3. The data base 
consists of the six stock sentences listed 
in Table 1 and the paired associates 
listed in Table 2. 

The program works as follows. The 
answers to the first three input questions 
determine which of the six stock sen- 

tences is employed; the answers to the 
last three input questions determine 
what value the variables of the sentence 
will take. For example, if a food object is 
present in the machine, S 1 will be chosen 
(Please machine give <incentive>.). If 
the object was milk, the appropriate lexi- 
gram for milk would be substituted for 
the variable <incentive>, and the sen- 
tence would be (Please machine give 
milk.). In some cases, more than one 
stock sentence is possible in a given con- 
text. For example, either stock sentence 
5 or 6 is appropriate if no object is pres- 
ent. In these cases, the program selects 
one or the other in a random manner. In 
some cases, more than one activity word 
is appropriate to a particular sentence 
type. This choice is also made probabi- 
listically by the program. For example, 
the program selects for S5 one of the four 
possible activity words tickle, groom, 
swing, or carry out-of room. 

The model that has been presented is 

Table 1. On the basis of yes (Y) or no (N) answers to the three questions, a stock sentence is 
chosen. For example, if food is present but not in the machine S2 (stock sentence 2), S3 or S4 is 
chosen probabilistically. In these cases one of two activity elements is chosen probabilistically, 
and a paired associate for the person and incentive present is substituted for the variable (name) 
and (incentive). See Table 2 for the lists of paired associates. 

Queries Answers 

Object present? Y Y Y N 
Object food? Y Y N 
Object in machine? Y N 

Stock sentences 
S1: Please machine give (incentive). + 
S2: Please (name) gncntive). + + 

\move into room 

S3: Please (name) move behind room\(incentive). + 
\put in machine / 

S4: Please Lana /want eat + 
want drink/( incentive). 

S5: Please (name) tickle Lana. + 
groom 
swing 
carry out-of room 

S6: Please machine make (event). + 

Table 2. Semantic classes of paired associates. 

Incentives 
Names 

Foods* Liquids* Events foods jects namedEvents 

Tim Apple M&M Coffee Ball This which-is Movie 
Beverly Banana Nut Coke Blanket (color)t Music 
Bill Bread Raisin Milk Bowl Slide 
Visitor Cabbage Juice Box Television 
You Chow Water Can Door-open 
Lana Cup Window- 
Me Feces open 

Shoe 

*In S1, words from this class are always preceded by the lexigram for "piece-of." tColors: black, blue, 
green, orange, purple, red, white, and yellow. 
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Table 3. Sample results from the BASIC program developed to simulate Lana's behavior. 

Context Paired associates 
Q eyAn- Rf n Lexi- Sentence 

Query swr Referent g swer gram 

Is an object present? Yes Who is the person? Tim Please machine give milk.* 
Is the object food? Yes What is the object? Milk 
Is it in the machine? Yes 

Is an object present? Yes Who is the person? Beverly Please Beverly move 
ball into room. t 

Is the object food? No What is the object? Ball 

Is an object present? Yes Who is the person? Tim Please Tim move this which- 
is yellow into room. t 

Is the object food? No What is the object? Pencil 
What is its color? Yellow 

Is an object present? No Who is the person? Jane Please visitor groom Lana. ? 

*When the answer to all three conditional questions is "yes," SI is selected, with substitution of the paired 
associate for the incentive present. tWhen an object is present, but is not food, S2 is selected. In this 
case, the activity word selected was (move + into room). tThe context is similar to that above, but no 
paired associate has been stored for the object present. ?When no object is present, S5 or S6 is chosen 
probabilistically; this is S5. In this example, no paired associate has been stored for the person present. 

based upon the 198 sequences that ap- 
peared in descriptions of Lana's behav- 
ior in Rumbaugh's book (1). After the 
computer program was developed, we 
were given the data from the appendix of 
a thesis by Gill (2), which contained de- 
scriptions of all contexts in situations in- 
volving conversations with Lana, as well 
as complete protocols of Lana's produc- 
tions during a 3-month period centered 
about the time of the conversation exper- 
iments. We have analyzed all of the data 
in Lana's protocols for the period of the 
conversation studies, and selected at 
random the protocol for 1 day per week 
for each of 5 weeks preceding and fol- 
lowing the thesis period. 

The results of the analysis are summa- 
rized in Table 4. We have divided Lana's 
productions into three main classes: (i) 
stock sentences (one of the six se- 
quences in Table 1), (ii) nonstock sen- 
tences (other sequences that were rein- 
forced), and (iii) errors (sequences that 
were not reinforced). 

When no experimenter was present, 
91 percent of all productions (5288 of 
5830) were one of the six stock sen- 
tences, 8 percent were errors, and only 1 
percent were nonstock sentences. The 
model accounts for the stock sentences; 
it does not attempt to account for Lana's 
errors. The nonstock sentences, how- 
ever, are exceptions to the model. Of the 
74 nonstock sentences that occurred, 73 
were the sequence (Please machine give 
piano.), which is identical to our S6 ex- 
cept that the activity word for obtaining 
piano is give instead of make. This repre- 

sents no challenge to the model since it 
could easily be expanded to include one 
additional stock sentence. 

For sequences produced when an ex- 
perimenter was present, our model is 
less successful. Of all productions 66 
percent were one of the six stock sen- 
tences, 19 percent were errors, and 
14 percent were nonstock sentences. 
Again, the nonstock sentences represent 
exceptions to the model, and therefore 
we considered them in some detail. Of 
the 1276 such sequences that Lana pro- 
duced when an experimenter was pres- 
ent, 776 of these were specifically trained 
sequences such as (<object> name-of 
this.). This leaves 500 novel sequences 
to be accounted for. Twenty-eight of 
them were fragments such as "box or- 
ange" that would normally have been 
nonreinforced. All of the remaining se- 
quences included the activity words 

Table 4. Analysis of Lana's productions. 

Type of 
production 

Frequency of 
occurrence with 

experimenter 

Present Absent 

Stock sentences 5725 5288 
Trained nonstock 766 73 

sentences 
Novel nonstock 500* 1 

sentences 
Errors 1663 467 

*Excluding errors (nonreinforced responses) the 
model based on 198 sequences in Rumbaugh's book 
(1) fails to account for 6 to 8 percent of the larger 
sample of 6991 sentences (1 percent confidence in- 
terval). 

give, put, move, want, or make. While 
these sequences constitute exceptions to 
the six stock sentences as we have pre- 
sented them, they showed many of the 
same elements and sequencing relations 
as the prototypical stock sentences 
shown earlier and seem to represent ex- 
tensions of it, rather than departures 
from it. Presumably, Lana produces 
such sequences when she has not been 
able to obtain an incentive in the usual 
way with a stock sentence. 

The evaluation of the analysis required 
complete and accurate records of a large 
corpus of productions. Such data were 
collected by Rumbaugh (1977) since the 
lexigram board was interfaced to an on- 
line computer. Terrace et al. (3) also ob- 
jectively analyzed a large corpus (3.5 
hours of videotape) of productions and 
their contexts of the chimpanzee Nim. 
The abilities displayed by Nim in the 
sign-language situation (such as imita- 
tion, answering questions, and inserting 
so-called wild-card signs) were different 
from the abilities displayed by Lana in 
the lexigram situation (such as condi- 
tional sequence discrimination and vari- 
able substitution). Both explanations, 
however, have emphasized paired-asso- 
ciate learning and the goal-oriented na- 
ture of the apes' behavior; the animals 
were motivated to produce strings of 
signs or lexigrams in order to obtain a de- 
sired object (or event). The approach of 
these explanations of chimpanzee lan- 
guage behavior may also be useful for 
understanding some of the abilities in- 
volved in human language. 
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