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Science: Our Common Heritat 
Kenneth E. Bould 

A heritage is a present structure origi- 
nating in the past and transmitted to the 
future. Ideally, we might be able to iden- 
tify every subpattern of present structure 
with a date of origin. In practice, of 
course, the epistemological problem is 
severe and we can usually only identify 
these dates very approximately. Still, a 
geologist can usually identify the date of 
a piece of sandstone; a paleontologist, of 
a fossil; an archeologist, of a ruin; a his- 
torian, of a document; a literary critic, of 
a manuscript; and so on. I am sure that 
the genetic pattern of my own body was 
formed sometime in the spring of 1909, 
though the exact date and time will al- 
ways remain a mystery. 

The heritage is transmitted from its 
date of origin by two principal methods: 
one, the survival of equilibrium states, 
like a crystal or a book; the other, the 
replication of structures, each example 
of which is impermanent. The heritage of 
life involves the replication of DNA and 
genetic structures. The heritage of hu- 
man knowledge, including science, in- 
volves the replication of information and 
knowledge structures by such tech- 
niques as printing, xeroxing, and record- 
ing on phonographs or cassette tapes, 
and also through the transmission of 
knowledge structures from the minds of 
one generation to the next by a learning 
process. This is what I have called 
"noogenetic" evolution (1), to distin- 
guish it from the biogenetic evolution 
where the heritage is transmitted through 
DNA and the genes. Science is primarily 
a product of noogenetic evolution, al- 
though, of course, it is structured in 
biogenetically produced human brains. 
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might be called the "great acceleration," 
however, is usually dated from Coper- 
nicus. Certainly between Copernicus 
and Galileo we get a creation of evolu- 
tionary potential for science, which sets 
off an almost continuous expansion in 
the number of scientists and scientific 
publications, and also in the complexity 
and, I think we can say, the truth of sci- 
entific ideas and images, the like of 
which the human race had never seen be- 
fore ahd indeed may never see again. 
The expansion that follows any creation 
of evolutionary potential always follows 
something like an ogive curve; nothing 
can grow forever, except perhaps the 
whole universe. There is considerable 
debate today as to where we are in this 
process, particularly whether we have 
turned the inevitable corner toward 
slowdown (3). 

The explosion of science as a sub- 
culture within the human race was the 
result of a cultural mutation which 
created large evolutionary potential. 
Such cultural mutations take place fun- 
damentally as a result of ethical muta- 
tions, that is, changes in the human value 
system which are then transmitted 
through the culture that they created 
from one generation to the next. The ori- 
gins of the cultural change which pro- 
duced science are puzzling. It is not un- 
related to the Renaissance in Western 
Europe, which again is related to the re- 
discovery of the Greeks and the scatter- 
ing of Greek scholars from Byzantium 
after the Turkish conquest of Con- 
stantinople. It is loosely related to the 
protestant Reformation and the religious 
movements which followed it. It is still 
puzzling why science advanced so rapid- 
ly in Christian Europe and not in China, 
which technologically was more ad- 
vanced than Europe in many ways; or in 
Islam, which had preserved the Greek 
heritage that Christian Europe had lost, 
and seemed to be on the edge of science 
in 1200 before it relapsed into a stagnant 
fundamentalism. One can speculate that 
it was not wholly an accident that sci- 
ence arose in a Christian society. Chris- 
tianity was a proletarian religion founded 
by a carpenter and propagated by a tent- 
maker and a fisherman, which through 
Constantine became dominant in the Eu- 
ropean establishment. This legitimated 
the world of work and matter in a way 
that the more aristocratic and "spiritu- 
al" religions of the East could not, and 
made the mutation into science more 
likely. But even then, why did it come so 
late? The complex mutual interaction of 
science and technology, even "folk tech- 
nology," might give us a clue here. 
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Curiosity, Testing, and Veracity 

We may not be able to explain why it 
happened, but there is little doubt that it 
did: that from 1500 on a small, pre- 
cariously communicating subculture de- 
veloped in Europe which was distin- 
guished by a very unusual ethos. It put a 
high value on curiosity, which folk cul- 
tures and official political cultures fre- 
quently do not. "Curiosity killed the 
cat" goes the folk proverb. Questioning 
the legitimacy of an established religion 
or ruler has been precarious and dan- 
gerous in almost any society. Coupled 
with curiosity was a belief in testing, a 
belief that the real world not only existed 
but would itself respond to inquiry, so 
that the tests for error were not for fail- 
ure to conform with ancient writings but 
the test of organized experience and ex- 
pectation. Coupled with this was a high 
value placed on a curiously uneasy com- 
bination of logic and imagination in form- 
ing theories (image mutations) with test- 
ing as the selective factor. Without fan- 
tasy, science would have nothing to test; 
without testing, fantasy would be un- 
challenged. Testing comes both by logic 
and by organized input of information 
from outside the person, from the sens- 
es directly and from the trustworthy rec- 
ords of others. 

Trust in the records of others is crucial 
to the development of science, so it is 
not surprising that another important 
ethical principle in the scientific commu- 
nity was the high value placed on verac- 
ity, that is, on not telling lies. This is a 
sporadic value in folk cultures and a rare 
value in political culture. In the scientific 
culture, it is central. One of the few 
things that can result in expulsion from 
the scientific community is to be caught 
out in falsifying one's results. Coupled 
with this principle of veracity is another, 
which is the abandonment of threat as a 
means of changing people's opinions and 
behavior. It is a fundamental principle of 
the scientific community that people's 
minds should be changed by evidence 
and not by threat. In this it differs from 
virtually all other communities, espe- 
cially the political community and many 
religious communities. 

Exceptions can be found to this prin- 
ciple. Students are forced to conform to 
their teacher's opinions under the threat 
of failure in examinations. Specific prac- 
tices which are regarded as too extreme 
result in threats of expulsion, at least 
from the organized scientific commu- 
nity. When the scientific community be- 
comes politicized, threat creeps into it, 
as we saw in the Lysenko tragedy in the 

Soviet Union, or the creationists' attacks 
on biology in the United States, and we 
find traces of this in all societies. Even 
the American Association for the Ad- 
vancement of Science is not above using 
threat, for instance, in changing the loca- 
tion of its annual meeting for political 
reasons. This should not surprise us, for 
scientists are also human beings and ex- 
ist in other communities besides the sci- 
entific. Nevertheless, when the use of 
threats in the scientific community rises 
above a low level, the existence of that 
community and the whole culture of sci- 
ence is itself threatened. 

The evolutionary potential of this 
small subculture and its ethos turned out 
to be very large. Scientists are still a very 
small proportion of the human race- 
perhaps less than one per thousand. 
Nevertheless, science is universal. Prob- 
ably no country in the world fails to have 
in it somewhere a classroom with the pe- 
riodic table of the elements on the wall, 
and this periodic table is the same wheth- 
er a society is Muslim, Catholic, Com- 
munist, or Buddhist. Nevertheless, sci- 
ence occupies a specialized habitat-uni- 
versities, laboratories, institutes-which 
exist in the middle of a social ecosystem 
that does not conform to its values, al- 
though it supports science economically, 
whether this is the church, the state, the 
business organization, or the philanthro- 
py. There is a constant potential tension 
between the scientific community, with 
its peculiar ethic, and the social environ- 
ment in which it finds itself and which 
supports it. The tension rarely surfaces 
in open conflict, but it has surfaced at 
times in the past and there is no guaran- 
tee that it will not do so in the future. 

Threats to the Legitimacy of Science 

The heritage of science is so well es- 
tablished and so secure today that it 
seems almost absurd to discuss possible 
threats to it which might prevent, in 
some degree, its transmission to the fu- 
ture. The dynamic of legitimacy, how- 
ever, dominates all others in social sys- 
tems, as we have just seen in Iran, and it 
is often precarious and unpredictable. 
One should never assume, indeed, that 
any legitimacy is 100 percent secure. 
Even if the legitimacy of science is 99 
percent secure, we still have to worry 
about that 1.0 percent, and that 1.0 per- 
cent might be an underestimate. Science 
occupies a socioecological niche, the 
boundaries of which are very largely de- 
termined by the image of science in the 
minds of nonscientists, especially those 
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who make decisions about budgets, 
whether in government, education, or in- 
dustry. If this image changes unfavor- 
ably, the niche will begin to close. This 
could happen either because of the 
spread of illusions about science or, 
what may be more dangerous, the spread 
of adverse realistic images. The scien- 
tific community, therefore, should be 
deeply concerned about the images of 
science that lie outside it and even those 
that lie within it, for the probability of 
adverse changes in these images is at 
least large enough so that ignorance 
about them would be unwise. It is entire- 
ly consistent with the ethic of the scien- 
tific community to try to dispel illusions 
about it, especially by better processes 
of testing. It is also within the ethic of the 
scientific community to detect failures of 
that ethic within the community itself 
and to correct them. 

It is important, therefore, to try to de- 
tect possible illusions about science. One 
illusion, held even within the scientific 
community and by many outside it, is 
that there is a single "scientific meth- 
od," a touchstone that can distinguish 
what is scientific from what is not. 

Within the scientific community there 
is a great variety of methods, and one of 
the problems which science still has to 
face is the development of appropriate 
methods corresponding to different epis- 
temological fields. Methods that work in 
one field do not necessarily work in an- 
other. There has to be constant critique 
and evaluation of the methods them- 
selves. Perhaps one of the greatest hand- 
icaps to the growth of knowledge in the 
scientific community has been the uncrit- 
ical transfer of methods which have been 
successful in one epistemological field 
into another where they are not really 
appropriate. Furthermore, many scien- 
tific methods are not peculiar to science. 
The alchemists had experiment, the as- 
trologers had careful observation, the 
geomancers and diviners had measure- 
ment, the theologians had logic. These 
methods are not peculiar to science and 
none of them define it. 

Special and General Methods of Science 

Observation and experiment are "spe- 
cial" methods. They are not incom- 
patible, but some sciences have more 
of one and some more of the other. 
The earliest special method of science 
was not experiment but careful records 
of observation in time and space, begin- 
ning with astronomy, going on into geog- 
raphy, Linnean biology, archeology, re- 
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corded history, national income statis- 
tics in economics, and so on. This is ap- 
propriate wherever there is an orderly 
pattern in space-time, whether in tem- 
poral sequences or in spatial structures. 
Experimental science is appropriate for 
the study of systems that have events of 
high probability, stable parameters, and 
isolable subsystems. Within these episte- 
mological fields, it has been very pow- 
erful, as we see especially in chemistry, 
physics, and molecular biology. The sta- 
bility of parameters is important both for 
observational and for experimental sci- 
ence, and success in prediction depends 
upon this stability. Celestial mechanics, 
for instance, was successful mainly be- 
cause the evolution of the solar system 
had virtually ceased so that its parame- 
ters were stable. The space-time patterns 
of the system could be constructed from 
observations, and highly successful pre- 
dictions were a result. The success of ex- 
perimental physics and chemistry de- 
pends also on the stability of their pa- 
rameters in currently unfamiliar regions 
of the systems involved. 

Measurement and logic are "general" 
methods found in all sciences, in varying 
qualities. Measurement has been partic- 
ularly important in enabling science to 
expand human images of the world 
beyond the human scale toward the very 
large (for instance, in cosmology) or to- 
ward the very small in the molecule of 
the atom, the proton, electron, and now 
even smaller elementary structures. 
Measurement is a function of tech- 
nology, and it could well be, indeed, that 
technology has contributed more to sci- 
ence historically than science has to 
technology. There is at least a constant 
feedback between them. Measurement is 
important in testing, especially as we 
move beyond the human scale. The 
Michelson-Morley experiment on the ve- 
locity of light only established that this 
was constant within the range of mea- 
surement. If the range of measurement 
had been, say, 10 percent of the velocity, 
the experiment would not have been 
very conclusive. 

It must be emphasized, however, that 
the numbers which result from measure- 
ment are properties of the human mind, 
not of the real world. There are some 
quantities in the real world that are inde- 
pendent of the human mind, such as ir, e, 
the velocity of light, Planck's constant, 
and so on. There are numbers that can be 
obtained by counting, the written ex- 
pression of which depends on the scale 
of notation, but which represent a given 
size, no matter what the scale, as do 
numbers that are derived from measure- 

ment of arbitrary units. There are also 
the famous numbers of psychological 
perception, seven plus or minus two (4). 
For the most part, however, the real 
world consists not of numbers but of 
shapes .and sizes. It is topological rather 
than quantitative. Quantification for the 
most part is a prosthetic device of the hu- 
man mind, though certainly a very useful 
one. Anyone who thinks that numbers 
constitute the real world, however, is un- 
der an illusion, and this is an illusion that 
is by no means uncommon. It could be 
argued, indeed, that quantification is 
simply a result of certain defects in the 
human nervous system that do not per- 
mit us to form complex images of topo- 
logical structures. Fortunately, the prin- 
ciple that topological structures can be 
mapped into a set of numbers enables us 
to perceive relationships in the topologi- 
cal structures of the real world, even of 
great complexity, by mapping numbers 
into them. Still, however, it is the topo- 
logical structures that we are really 
trying to perceive. A simple example of 
this would be the computer, which has 
the latitude, longitude, and altitude of a 
large number of points on the surface of 
the world and can use this information to 
print out maps that the human mind can 
readily appreciate as structures in topol- 
ogy. If it printed out only the numbers, it 
would mean very little to us, even 
though they represent the same informa- 
tional structure as the map. 

Logic is perhaps the most general 
methodological component of all human 
inquiry. A widespread illusion about sci- 
ence is that its basic theoretical images 
and paradigms are the result of inductive 
reasoning from observations and experi- 
ments. It would be truer to say that sci- 
ence is the product of organized fantasy 
about the real world, tested constantly 
by an internal logic of necessity and an 
external public record of expectations, 
both realized and disappointed. The the- 
ories are the mutations in this evolution- 
ary ecosystem of mental species; testing 
by logic and by disappointed expecta- 
tions'is the selective process. 

The selective process begins, how- 
ever, with internal logic, consisting es- 
sentially of the perception of truisms or 
identities. Contrary to Aristotle, we per- 
ceive these as capable of taking degrees. 
One can then classify the images, theo- 
ries, and paradigms of the scientific com- 
munity according to the degree to which 
they are truisms. At the core of science 
are the logical truisms, beginning, of 
course, with mathematics, and all of 
these truisms are obvious once they have 
been pointed out. Anything that is not ul- 
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timately obvious cannot be mathematics. 
The next stage is what I would call the 

"empirical truisms," perceptions of the 
way in which our image of the real world 
"has to be." Even in mathematics we 
have things like Playfair's axiom, which 
is the foundation of Euclidean geometry, 
that only one line can be drawn through a 
given point parallel to a given line. I per- 
sonally do not see any other way in 
which the ordinary world in which I live 
can be. I am prepared to accept the logic 
of non-Euclidean geometries, and even 
prepared to admit that the Einsteinian 
world beyond my personal experience 
conforms to them, but I am not really 
sure that I really believe this deep down. 

Empirical Truisms 

Many of the "great laws" of science 
are empirical truisms. Thus, the law of 
conservation says that if we have a fixed 
quantity of anything, all we can do is 
push it around; more of it here must 
mean less of it there. The second law of 
thermodynamics can also be stated as a 
special case of a general truism. If we 
translate negative entropy (5) as "poten- 
tial," we can state it in the form that, if 
anything happens, it is because there is a 
potential for it happening, and after it has 
happened that potential has been used 
up. There may even be a generalized 
third law, that the closer we are to any- 
thing, the harder it is to get any further. 
This looks a bit like Zeno's paradox, and 
one can visualize exceptions to it. The 
law of inverse squares on which so much 
of physics is based is a truism, resting on 
the logical mathematical proposition that 
the surface of a sphere is proportional to 
the square of its radius, so that any effect 
as it spreads out from a point is spread 
out over a sphere. Ohm's law, that cur- 
rent is proportional to potential dif- 
ference divided by resistance, is hard to 
deny if we define resistance properly. 
The Fisher equation in economics, that 
the volume of transactions times the 
price level at which they are made is 
equal to the money stock times its veloc- 
ity of circulation, again falls back on a 
truism that the value of what is bought is 
equal to what is paid for it. The law of 
diminishing returns is demonstrated by 
the empirical truism that we cannot grow 
all the world's food in a flowerpot. The 
laws of scale and allometry (that we can- 
not make an exact scale model of any- 
thing, and change in scale requires well 
defined change in structure) depends on 
the truism that doubling the linear di- 
mensions quadruples the areas and oc- 
tuples the volumes of any structure. 
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A little closer to empiricism comes 
what might be called the "aesthetic tru- 
ism," a pattern that simplifies ex- 
pectations, images of the world that may 
not be logically necessary but which are 
aesthetically pleasing. The role of such 
images in science is probably larger than 
most scientists would like to admit. The 
Copernican image of the solar system is 
aesthetically more satisfying than that of 
Ptolemy, with its innumerable epicycles. 
The periodic table of elements is an aes- 
thetic delight, which we could have de- 
duced as a truism from electron ring 
stabilities if we had known about them 
earlier. Mendelian genetics is more aes- 
thetically satisfying than Darwinian. As 
we move into modern physics, the poet- 
ry of paradox manages to dominate the 
scene, with particles that are pieces of 
waves, and that move when we ask them 
where they are. Even the language that 
produces quarks and charm is verging 
dangerously near to poetry. Ironically, 
science seems to be turning into an activ- 
ity for finding out the way things almost 
have to be. 

At the bottom of the list, there is the 
"empirical regularity," or constant con- 
nection. As Hume observed, this is not 
at all the same thing as necessary con- 
nection. Statistics has become a large- 
scale device for discovering regularities 
with a probability that they are not pro- 
duced by chance, but this usually throws 
very little light on what does produce 
them. Empirical regularities sometimes 
lead to the discovery of theoretical ne- 
cessities, as happened in celestial me- 
chanics, but science can never be satis- 
fied with empirical regularities unless it 
can discover the theoretical necessities 
behind them. The idea that science con- 
sists merely in the discovery of empirical 
regularities is a total misunderstanding of 
its methods and its power. Without logi- 
cal necessity, empirical regularity is little 
better than superstition. 

Secure and Insecure Science 

Another image of science, widely held 
within as well as outside the scientific 
community, but which I regard as an illu- 
sion, is the common taxonomy which 
differentiates the hard from the soft sci- 
ences, and the sciences from the humani- 
ties, in a descending order of truth or va- 
lidity. A far more important distinction is 
between the "more secure" and the 
"less secure" sections of the whole 
sphere of human knowledge. All the tra- 
ditional disciplines have secure images 
which are not going to change much, and 
less secure ones which are subject to 

change. Classical physics, the chemical 
elements, the structure of compounds, 
classical price theory in economics, clas- 
sical genetics, and so on, are not going to 
change much. By contrast, all the histor- 
ical sciences and disciplines are extreme- 
ly insecure, simply because of the in- 
adequacy of the historical record, which 
in the first place is a very small sample of 
the total field, and then is strongly biased 
in unknown directions by durability. All 
we know of the past is the record of it, 
and new discoveries of durable records 
may constantly upset our whole image of 
the past, whether in cosmology, pa- 
leontology, geology, or human history. 

A field of knowledge is likely to be in- 
secure if the available data only cover a 
small part of the total field and if the ac- 
tual structures and relationships in it are 
extremely complex. Thus, our knowl- 
edge of individual human behavior is in- 
secure because of the extreme com- 
plexity of the field of the human brain 
and body, and the great difficulties we 
have in sampling it. Cosmology, like- 
wise, is likely to be very insecure, simply 
because it studies a very large universe 
with a very small and biased sample. We 
have only been looking at it carefully for 
a very small fraction of its total time span 
and we know intimately an even smaller 
fraction of its total span in space. Any 
field of knowledge which deals with rare 
events is also likely to be insecure. 
Those fields which study events that are 
common and repeatable-at-will, as in the 
experimental sciences, are likely to be 
fairly secure. The experimental sciences, 
however, are only a fraction of the total 
potential field of human knowledge. 

The concept of the security of a field of 
knowledge practically erases the dis- 
tinction between the sciences and the hu- 
manities. Human history is almost cer- 
tainly a more secure field than paleontol- 
ogy, simply because the record is better 
and closer in time, even though the field 
itself is more complex. The study of liter- 
ature, likewise, especially as we ap- 
proach the present, covers a large part of 
the total field and is likely to be quite se- 
cure. "Folk knowledge" of our ordinary 
daily life is also apt to be fairly secure. 
Our image of the town where we live, 
our relationships with the people we 
know, and so on, rarely change very 
much. 

Human knowledge becomes particu- 
larly insecure when we move into unfa- 
miliar regions of a field or system. Ex- 
perimental science tends to deal with the 
familiar, for the laboratory, after all, is a 
clear descendant from the kitchen. This 
may sound a little insulting to the practi- 
tioners in the cathedrals of high energy 
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physics, which move into unfamiliar re- 
gions of size (in this case the very small), 
but even this region of experimental sci- 
ence can only deal comfortably with 
events that are common within the field 
of the experiment. In extreme positions 
even of relatively familiar fields strange 
things happen, such as Prigogine's dis- 
sipative systems, far from equilibrium 
(6). The evolutionary process itself in- 
deed is one in which rare events in unfa- 
miliar parts of the field are of extreme 
importance in explaining the overall pat- 
tern in time, where the sciences of the 
familiar are not very much help. Improb- 
able events in a small field cannot be 
studied in laboratories. This is perhaps 
why experimental social psychology 
seems to be running into a severe crisis, 
because in fields where extreme posi- 
tions are highly significant the experi- 
mental method may be of limited value 
and indeed be quite inappropriate. One 
of the unfortunate effects, indeed, of cor- 
relational statistics has been to divert at- 
tention from extreme cases, which are 
simply rejected as deviations, whereas 
they may contain important knowledge 
about extreme positions of the field. The 
uncritical transfer of statistical tech- 
niques which are entirely appropriate in 
some epistemological fields, into fields in 
which they are quite inappropriate, has 
been the source of a great deal of wasted 
scientific effort, especially in the social 
sciences. Statistical significance is by no 
means the same thing as epistemological 
significance, and one of the under- 
explored frontiers in science is the tailor- 
ing of statistical methodology to particu- 
lar epistemological fields. 

It is clear that the scientific community 
has some internal methodological prob- 
lems that deserve careful attention in the 
next generation. It should be possible to 
handle these problems, however, within 
the framework of the moderately famil- 
iar. There is nothing within them which 
cannot be profitably handled within the 
general method of science itself, cer- 
tainly within the ethic of science. Never- 
theless, implausible as it may seem at the 
moment, the world scientific community 
may find itself in danger in the next few 
decades because of threats to its legiti- 
macy within the larger framework of the 
social system. 

The Interaction of Science and 

Technology 

Its internal dynamic makes science 
what it is. Its external results in technol- 
ogy-"know-how" rather than "know- 
what" -and in the impact of technol- 
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ogies on social systems, are what mainly 
lead to its support by the rest of soci- 
ety. The impact of science on the econ- 
omy and on technology came surpris- 
ingly late. It was very small before 
about 1860. The so-called industrial rev- 
olution of the 18th century in England 
owed very little to science; it was still 
largely a continuation of the long im- 
provement in folk technology in Europe 
which began after the fall of Rome. The 
steam engine, for instance, owed nothing 
to thermodynamics. Thermodynamics 
owed a great deal to the steam engine. 

After 1860, however, we get an ex- 
traordinary period, in which the know- 
what of science is increasingly translated 
into the know-how of technology. This 
perhaps begins with aniline dyes and the 
chemical industry, which the alchemists 
could never have produced because they 
got the elements wrong, but which was. 
almost inevitable once we had the peri- 
odic table and theory of valency. In the 
1880's, we get the electrical industry (the 
first modern power station was con- 
structed in 1888), which would have 
been impossible, I suspect, without 
Clerk Maxwell. A by-product of chemis- 
try was improvements in steel produc- 
tion, which led to the steel-frame build- 
ing and the skyscraper, also beginning in 
the 1880's. The automobile, which pro- 
duced such an enormous social change, 
beginning in the 1890's, does not come 
out of any great scientific principle, 
though it does come out of constantly 
improving mechanical technology, for 
instance, in the exact drilling of cylin- 
ders. The niche for the automobile, how- 
ever, was created by the oil industry, 
which originally produced gasoline as a 
by-product in the production of kerosene 
for lamps. Yet without chemistry and ge- 
ology, I doubt whether the oil industry 
would have developed in the way that it 
did. 

The telephone, again the 1880's, radio 
after 1920, and television after 1950, 
were, in a sense, by-products of the elec- 
trical industry and of physics and some 
chemistry. The airplane, beginning in 
1908, would have been impossible with- 
out aerodynamics, though in the begin- 
ning there were still certain elements of 
folk technology about it. The enormous 
increase in agricultural productivity on 
which a great deal of our development 
depends would have been impossible 
without scientific genetics, resulting, for 
instance, in hybrid corn and other crops 
and improved livestock breeding, and 
depended also on large inputs of energy 
from fossil fuels, especially oil. The dif- 
ference between the technological so- 
phistication of the oil industry and the 

"folk technology" quality of the coal in- 
dustry is a striking example of the impact 
of science. Utilization of nuclear energy 
is even more striking. No amount of folk 
technology would ever have produced it. 
It would have been impossible without 
Einstein, Bohr, and Rutherford and the 
advance of nuclear physics and chemis- 
try. 

Benefits and Costs of Science 

The impact of this development on the 
human race has been very large. The 
population explosion began in 18th-cen- 
tury Europe, produced by what might al- 
most be called "eoscientific" advances 
in agriculture, nutrition, and medicine; 
this became a worldwide phenomenon, 
especially in the tropics, after 1950, with 
the development of DDT and the control 
of malaria and the tremendous decline in 
infant mortality which resulted. The in- 
crease in the number of human artifacts 
has been spectacular since 1860, summa- 
rized very roughly in the gross national 
product (GNP). For 25 percent of the 
world population at least, GNP per cap- 
ita has been doubling almost every gen- 
eration since 1860. This has not hap- 
pened except on a small scale for the 
large populations of the tropics. On bal- 
ance, however, at least in terms of in- 
creasing expectation of life and per cap- 
ita real income, which are certainly im- 
portant components of the overall hu- 
man welfare function, though not the 
whole thing, the benefits of the appli- 
cations of science to technology seem to 
be substantial. 

With all the benefits, however, almost 
inevitably there come large and perhaps 
increasing costs. Some of these may be 
illusory, though this does not prevent the 
illusion having a large effect on the be- 
havior of those who hold it. Some of 
them, however, are unquestionably real. 
There is, for instance, an increasing fear, 
often by no means unjustified, of many 
of the products which science has helped 
the human race to produce. Chemistry 
and the chemical industry have produced 
tens of thousands of new compounds 
with which the biosphere has never had 
to deal before. There is always a chance 
that one of them might have catastrophic 
consequences. The intense fear of re- 
combinant DNA, the fear that the biolog- 
ical sciences could let loose previously 
unknown plagues which will decimate 
the human race is perhaps only 99 per- 
cent irrational, and the 1.0 percent is 
worth worrying about. The movement 
against nuclear power by any long-term 
cost-benefit analysis is hard to justify in 
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the light of the probably greater dangers 
of greatly expanded use of the available 
alternative, coal. It derives partly from 
the fear of unknown complexity, though 
this might only be 90 percent irrational! 
This fear is reinforced, by no means irra- 
tionally, by the association of nuclear 
power with nuclear weapons, loose 
though this association may be. 

Undoubtedly, the greatest social cost 
of science has been its use in the devel- 
opment of weapons and the means of de- 
struction. Weapons have always been 
part of human technology. The rise of 
science-based technology did not break 
this connection but resulted in a pro- 
found change in the nature of war, main- 
ly because of the increase not so much in 
the destructiveness as in the range of the 
deadly missile. The area which can be 
defended with weapons depends on this 
range, and on the degree to which it can 
be reduced by defensive measures. 
Threat-based political institutions have 
to adapt themselves to these parameters. 
Science-based weaponry, particularly 
the long-range missile with the nuclear 
warhead, has done for the national state 
what gunpowder did for the medieval 
baron. Just as gunpowder made the 
medieval castle indefensible, so the nu- 
clear missile has destroyed the uncon- 
ditional viability of the national state. 

The defense policies of the major pow- 
ers are now officially based on nuclear 
deterrence, appropriately described as 
MAD (mutually assured destruction). 
There is an extraordinary illusion, even 
in the scientific community, that deter- 
rence can be stable. It can indeed be 
stable in the short run, but there must be 
a positive probability of it failing; other- 
wise it would cease to deter. My own 
guess is that the international system is 
about as stable as the San Andreas fault, 
and the probability of it failing within, 
say, 100 years is very uncomfortably 
high. This means essentially that the sys- 
tem of unilateral national defense has 
broken down. Its original justification 
was that it preserved an area of peace in- 
ternally by pushing war to the bounda- 
ries of the society. The nuclear missile 
has destroyed this system. Civilian pop- 
ulations are no longer defended by their 
armed forces; they are merely hostages 
to them. We live in a system that has a 
noticeable positive probability for virtu- 
ally total, perhaps irrecoverable, disaster. 
The temporary stability which deter- 
rence yields should surely be used for a 
massive effort to reduce this probability 
of catastrophe to zero. It could be done 
by a transition to a system of stable 

peace. War, like science, is a learned ac- 
tivity of the human race, and so is peace. 
There is no nonexistence theorem about 
constructing a system of stable peace. 
Indeed, in many parts of the world we 
have already done so, and what already 
exists is clearly possible. 

It is the greatest tragedy of the scien- 
tific community that so large a propor- 
tion of its activity is devoted to the learn- 
ing of war and so little to the learning of 
peace. It could well be that because of 
this the overall long-run impact of sci- 
ence is to bring closer the day of human 
extinction. 

Nevertheless, science is also the great- 
est hope of the human race. It is highly 
probable that we are entering a period of 
increasing difficulty what with the tech- 
nological arms race, increased politi- 
cization of human life, the impending ex- 
haustion of cheap fossil fuels, growing 
scarcities of water and other materials, 
and a population explosion that is almost 
certain to lead to a doubling of the hu- 
man population before it can be con- 
trolled. Under the conditions of social 
and political stress which these move- 
ments presage, scientists may have a 
rough time, along with other segments of 
the human race. The increased political 
repression which disorder so often 
brings about is itself a threat to science. 
We saw this in the destruction of ge- 
netics by Stalin, the crippling of science 
in China during the Cultural Revolution, 
and what looks like the total destruction 
of whatever scientific community there 
was in Cambodia. Class war is very de- 
structive to science. There is no way in 
which scientists can avoid being man- 
darins, or at least middle class. Like 
feudal lords, they have to have their lab- 
oratory castles and their entourage of 
research assistants and students. 

Nevertheless, the heritage of science 
is a heritage of hope. By greater under- 
standing, not only of the physical and bi- 
ological worlds but also of ourselves and 
the world of human society, we can push 
the evolutionary parameters toward hu- 
man betterment and build a happier 
world for the human race even out of the 
fires of catastrophe. But, if this hope is to 
be realized, the scientific community it- 
self must evolve. It needs a renewed 
sense of its mission and its ethic. It needs 
to develop a pattern of appropriate epis- 
temological methodologies, and to gain a 
sense of the unity of human knowledge 
bridging the present "two cultures" gulf 
between the sciences and the humani- 
ties. It needs to develop within it a dis- 
cipline of "normative science" which 

will take the study and critique of human 
valuations seriously. It needs a livelier 
sense of itself as a worldwide movement 
transcending values of nationality and 
culture, but also concerned to preserve 
national and cultural variety as one of 
the keys to human evolution. Perhaps, in 
another generation, this Association 
might be willing to change its name to the 
Association for the Advancement of 
Human Knowledge, with a worldwide 
membership. A fantasy, perhaps, but 
fantasy is part of the appropriate 
methodologies of all fields of human 
knowledge. 

By a curious coincidence, this lecture 
was delivered on the Twelfth day of 
Christmas, which the Western church 
celebrates as the Day of the Magi, or the 
Three Wise Men. These old stories have a 
very persistent symbolic value. We 
might think of the Magi as an early pre- 
cursor of the American Association for 
the Advancement of Science. In the first 
year of the child, they came bearing 
gifts, and strangely enough these are 
deeply symbolic of the gifts of science. 
Gold symbolizes the great increase in 
riches that science produces, and per- 
haps its dependence on the monetary as- 
pects of the grants economy. Frank- 
incense symbolizes the joy of science, 
the sheer delight of discovery, the ex- 
citement of the Mars pictures, the volca- 
noes on Io, the double helix. Myrrh sym- 
bolizes the bitterness, the wormwood 
and the gall, the chemical wastes and the 
nuclear weapons, the agonies of doubt. 
Perhaps we have to have all three. But 
also there is hope: that we can lessen the 
third, increase the second, and control 
the first. 
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