
quency, one can envision the use of high- 
er frequencies from which massive econ- 
omies could be realized. Readily avail- 
able variable-frequency a-c power would 
free our society from the limitations im- 
posed by confinement to 60-Hz power. A 
prime example is the possibility of re- 
placing the standard 60-Hz motor with 
one capable of operating at 100, 500, or 
perhaps 1000 Hz or more. At these high- 
er frequencies, an electric motor is phys- 
ically much smaller than a 60-Hz motor 
of comparable horsepower rating. The 
output horsepower of a motor is propor- 
tional to the product of speed and 
torque. Holding torque constant, the 
horsepower increases with higher-fre- 
quency (and therefore high-speed) oper- 
ation. At present, high-frequency motors 
are used only for special-purpose appli- 
cations, such as in aircraft, where there 
is a clear incentive to minimize both size 
and weight. A 25-horsepower, 400-Hz 
motor weighs roughly 30 pounds, where- 
as the 25-horsepower counterpart at 60 
Hz weighs nearly 500 pounds. With ACS 
technology, it will ultimately be possible 
to replace large industrial motor installa- 
tions with comparatively small but 
equally effective high-frequency units. 
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The costs of producing, installing, main- 
taining, and replacing such motors will 
be dramatically lower than today's costs. 
The same arguments apply to driven 
equipment such as pumps and compres- 
sors. 

Tomorrow's Opportunities 

Other applications of ACS technology 
are yet to be explored. The same tech- 
nology used to produce an ACS variable- 
speed device might also be used to pro- 
duce power processing units of other 
types, including power converters and 
inverters for use on electric utility power 
transmission networks. Such devices 
might lower the cost of integrating high- 
voltage d-c systems into a-c networks 
and allow the many technical advantages 
of d-c power transmission to be more 
fully exploited (8). Other device appli- 
cations might increase power transmis- 
sion system reliability, lower network 
operating costs, and reduce land usage 
for transmission line rights-of-way. 

Future applications could also include 
systems for integrating the power out- 
puts from solar photovoltaic panels, fuel 
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cells, windmills, and battery systems in- 
to conventional power networks. We 
therefore expect that power processing 
by semiconductor devices will be a tech- 
nology of major, broad significance in 
the not-too-distant future. 
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Almost everyone who has had extend- 
ed experience with electronic computers 
has witnessed unexplained events in 
which a single digit of a number appears 
to change spontaneously, or perhaps the 
computer itself suddenly stops, and no 
way can be found for it to repeat the fail- 
ure. Within the computer industry these 
problems are known as "soft fails," 
which differentiates them from the "hard 
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which differentiates them from the "hard 

fail" of a bad electronic circuit that must 
be replaced. A soft fail in a computer 
memory may be defined as the spontane- 
ous flipping of a single binary bit, which 
when later tested will prove to be oper- 
ating correctly. 

The appearance of soft fails in comput- 
ers has recently become prominent be- 
cause of the a-particle problem (1-3). 
This problem was suddenly recognized 
in 1978 after a new generation of elec- 
tronics with very small circuit com- 
ponents was introduced. Alpha particles 
(helium nuclei) are the decay particles of 
radioactive chains of atoms which start 

fail" of a bad electronic circuit that must 
be replaced. A soft fail in a computer 
memory may be defined as the spontane- 
ous flipping of a single binary bit, which 
when later tested will prove to be oper- 
ating correctly. 

The appearance of soft fails in comput- 
ers has recently become prominent be- 
cause of the a-particle problem (1-3). 
This problem was suddenly recognized 
in 1978 after a new generation of elec- 
tronics with very small circuit com- 
ponents was introduced. Alpha particles 
(helium nuclei) are the decay particles of 
radioactive chains of atoms which start 

0036-8075/79/1116-0776$02.00/0 Copyright ? 1979 AAAS 0036-8075/79/1116-0776$02.00/0 Copyright ? 1979 AAAS 

with uranium or thorium atoms and have 
emission energies between 5 and 10 mil- 
lion electron volts. They are produced 
by traces of uranium or thorium in or 
near the electronic circuits. These a-par- 
ticles can produce up to 3 million elec- 
tron-hole pairs (but not more) within the 
silicon crystal on which the electronic 
circuits are fabricated. Until 1978 elec- 
tronic components in computers were 
apparently not sensitive to noise bursts 
of 3 million electrons, so the problem 
was not recognized earlier. 

To understand the magnitude of the 
problem, one must realize the incredible 
reliability of electronic circuits and the 
almost immeasurably small amounts of 
uranium or thorium that can cause prob- 
lems. Typically, engineers define in- 
tegrated circuit reliability in units of chip 
fails per million hours, with nominal reli- 
ability rates of one fail per megahour. 
Note that this is chip fails, not individual 
component fails, and a chip may contain 
64,000 bits of memory. This means that 
the mean time-to-fail of each bit on the 
chip is 7,500,000 years. However, in a 
large computer there may be 1000 such 
chips, which means that a soft fail might 
occur once very 1000 hours (- 6 weeks). 
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Various authors (2, 3) have estimated 
that this fail rate can occur with uranium 
or thorium concentrations below 1 part 
per million. 

The discovery of soft fails produced 
by a-particles leads directly to the ques- 
tion of the effects produced by cosmic 
rays. Ultimately, to produce a computer 
error, the cosmic ray must interact with- 
in the silicon crystal and produce a mov- 

sider several typical circuit components 
and calculate the probability for soft fails 
induced by the cosmic flux. The effects 
of building shielding (such as ceilings and 
walls) and of diminished shielding (as in 
airplane computers at an altitude of 
10,000 meters) are then estimated. (A 
schematic summary of cosmic-ray-in- 
duced errors is shown in Figs. 12 and 
13.) 

Summary. A method is developed for evaluating the effects of cosmic rays on com- 
puter memories and is applied to some typical memory devices. The sea-level flux of 
cosmic-ray particles is reviewed and the interaction of each type of particle with silicon 
is estimated, with emphasis on processes that produce bursts of charge. These 
charge pulses are then related to typical computer large-scale integrated circuit com- 
ponents and cosmic-ray-induced errors are estimated. The effects of shielding (such 
as building ceilings and walls), altitude, and solar cycle are estimated. Cosmic-ray 
nucleons and muons can cause errors in current memories at a level of marginal 
significance, and there may be a very significant effect in the next generation of com- 
puter memory circuitry. Error rates increase rapidly with altitude, which may be used 
for testing to make electronic devices less sensitive to cosmic rays. 

ing charged particle that generates a 
burst of electron-hole pairs of sufficient 
quantity and density to affect electronic 
circuit components. 

Our purposp in this article is to devel- 
op a method for predicting the number of 
cosmic-ray-induced soft fails in elec- 
tronic circuit components. To do this we 
examine quantitatively all significant 
particle-solid interactions that can pro- 
duce moving charged particles, evaluate 
the electronic noise burst these particles 
produce, and relate these bursts to the 
sensitivity of typical electronic circuit 
components. Our calculations of cosmic- 
ray-induced memory errors do not imply 
probable computer performance, since it 
is possible to detect and correct errors 
with system design. We first review the 
incident flux of cosmic-ray particles at 
sea level. We consider each type of par- 
ticle and analyze how it interacts with 
silicon, producing either a wake of 
charge or other particles which then pro- 
duce bursts of charge. Then an estimate 
is made of how much of the charge from 
each interaction can reach the electronic 
circuits on the silicon surface. We con- 

Fig. 1. Flux of cosmic-ray particles at sea lev- 
el. The curyes are average values and large 
fluctuations exist that are attributed to mag- 
netic latitude, time of day, season, solar cy- 
cle, angle of incidence, and so on. Geomag- 
netic (GM) latitude 45?N was chosen because 
of the availability of extensive experimental 
data. The magnitude of these curves changes 
rapidly with altitude (see Fig. 10). The muon 
flux is for i~- particles; the total muon flux 
(,L- + ,/+) is 2.29 times this value. 
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Pickel and Blandford (4) have studied 
the effects of cosmic rays on memory de- 
vices in satellites. They pointed out that 
without the shielding provided by the 
earth's atmosphere, orbiting memory de- 
vices were exposed to a sufficient flux of 
very high energy heavy-ion cosmic rays 
to explain the observed soft-fail rate (4). 
These results are not directly relevant to 
the problem of soft fails at sea level, 
where the flux of heavy-ion cosmic rays 
is essentially zero. However, some of 
their device modeling is similar to that 
presented here and hence provides some 
confirmation of that aspect of our treat- 
ment of the sea-level problem. An earlier 
brief study of this problem was also giv- 
en by Wallmark and Marcus (5). 
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Cosmic Rays at Sea Level 

Primary cosmic rays are galactic parti- 
cles of very high energy-up to 1019 eV. 
Because of the vast distances of the gal- 
axy, their origin is unknown. A particle 
of 1016 eV makes so many orbits as it 
penetrates the microgauss field of the 
galaxy that by the time it reaches the 
earth no evidence of its origin can be de- 
duced from its trajectory. One con- 
sequence is that primary cosmic rays are 
completely isotropic as they penetrate 
the earth's atmosphere and interact with 
the atoms of the atmosphere to cause 
showers of particles, which we call cos- 
mic rays. These showers were discov- 
ered by Hess (6), who found that ioniza- 
tion in a balloon-borne ionization cham- 
ber first diminished and then increased 
rapidly as the chamber rose in the atmo- 
sphere. This result is now explained by 
the process of three or more steps that 
determines the flux of particles reaching 
the earth's surface. 

The initial particles, the primaries, 
have a flux of about 1600 per square me- 
ter per second, a mean energy of - 7 
GeV, and an energy (E) spectrum that 
falls off at the rate of E-512. (Particles 
with energies below - 1 GeV are de- 
flected by the earth's magnetic field and 
do not cause showers.) The incident ions 
are protons, helium ions, and heavier 
ions, each having about one-third of the 
total energy. Because of their very high 
energies, even the heavy ions interact 
like individual nucleons, and we can con- 
sider the incident flux to be 87 percent 
protons and 13 percent neutrons. Almost 
all of the primaries effectively disappear 
by altitudes of 20,000 m. 

The secondary particles, produced by 
interaction of the primaries with the gas 
atoms of the atmosphere, include nucle- 
ons, mesons, electrons, and photons. 
The secondaries either slow down and 
are stopped within the atmosphere (par- 
ticularly the electrons and protons), pro- 
duce further cascades of particles, or 
spontaneously decay into other parti- 
cles. This absorption and conversion 
process is quite complex. 

Finally, the remnants of the cascade 
strike the earth. Experimental values are 
available for the flux and energy distribu- 
tion of the photons, electrons, protons, 
neutrons, muons, and pions and are 
shown in Fig. 1. Our sources for these 
data are primarily (7-11). There are 
many large variations in the measured 
fluxes, due to effects attributed to mag- 
netic latitude, time of day, season, solar 
cycle, and so on, but these have been av- 
eraged in Fig. 1. We have also averaged 
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overall angles of incidence, using azimu- 
thal flux curves where they are available. 
At sea level, high-energy particles (> 109 
eV) are mostly incident within a solid 
angle of about 1 radian, while lower en- 
ergy particles are more nearly isotropic 
because they result from many cascades. 
(The orientation of computer electronic 
devices relative to the vertical will be 
discussed.) 

Interactions That Produce 

Bursts of Charge 

Only certain types of particle inter- 
actions with silicon semiconductors pro- 
duce electronic bursts that can affect 
electronic circuits. We are dealing with 
circuit components with dimensions of 
the order of micrometers and a time sen- 
sitivity of less than 1 second (various de- 
vices are sensitive in time from 10-9 to 
10-1 second). From Fig. 1, only very low 
energy neutrons and photons have flux 
intensities such that two particles might 
be coincident on a device, and these will 
be shown to be of negligible importance. 
In an extensive single shower other 
coincidences might occur. We consider 
here only the effects of isolated particles 
penetrating the silicon chip. 

Since we are concerned with computer 
binary information, we consider elec- 
tronic devices that mainly flip or latch in- 
to one of two possible states. Therefore 
for any transient electronic noise to have 
an effect it must be larger than some 
threshold value, called the device's criti- 
cal charge, Qcrit. For example, the most 
sensitive present computer memory 
component appears to be a charge- 
coupled device, which stores small 
amounts of charge in isolated potential 
wells with a very high packing density. 
Typical charges may be about 50,000 
electrons per bit (12). This is about a fac- 
tor of 10 lower than the minimum charge 
in an electronic transistor circuit. We as- 
sumed that a sudden spontaneous 20 per- 
cent variation in charge may cause the 
device to invert, which gives Qcrit = 104 
electrons. 

A second factor is the volume over 
which the charge is spread. To cause an 
error, the threshold charge must be ab- 
sorbed by a single device. The circuit 
structures may be considered to be a 
two-dimensional array of thin films with 
active areas of - 100 tmm2. However, 
they will produce space-charge regions 
that may penetrate several micrometers 
into the silicon, and within these vol- 
umes almost all charge will be collected. 
Further, the diffusion length of electrons 
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in silicon is typically greater than the 
crystal thickness, so approximately half 
the charge deposited in the entire silicon 
volume will end up diluted on the surface 
with the electronic circuits. The amount 
of charge a single device will collect from 
a deep event falls off geometrically with 
the distance from the event. Consid- 
erations of the device dimensions, the 
space-charge regions, and the probabili- 
ty of diffusion lead to useful effective di- 
mensions (mean collection diameter and 
volume) in which Qerit must be deposited 
for a soft fail to occur. 

For the general reader, this article has 
been written so that it is possible to skip 
the details of evaluating the electromag- 
netic, nuclear, and weak interactions of 
particles with silicon and to go either to 
the section on the sensitivity of comput- 
er components to bursts of charge for 
discussions of electronic components 
and circuits, or to the section on the vari- 
ation of error rate with altitude and 
shielding for a summary of the magni- 
tude of these effects. 

Charged Particle Interactions with Silicon 

We first consider the physics of elec- 
tromagnetic interactions of charged par- 
ticles with silicon. All types of energetic 
charged particles have two basic types of 
interactions with silicon, producing ioni- 
zation wakes along the path of the par- 
ticle and recoiling silicon nuclei from 
close collisions. 

Ionization effects. Energy loss of par- 
ticles in silicon has been extensively 
studied because of the use of silicon 
semiconductors for particle detectors. 
Ionization wakes produced by electrons, 
protons, and muons will be about the 
same at the same particle velocity. The 
energy they lose to electronic processes 
goes into both collective effects such as 
plasmons (oscillations of the electron 
gas) and binary effects such as the crea- 
tion of energetic electrons. Theoretical 
analysis of the formation of electron-hole 
pairs is very complex because one must 
consider the details of the band gap and 
the curvature of the band edges. Experi- 
mentally, however, the problem is 
simple; the formation of electron-hole 
pairs is relatively independent of the par- 
ticle velocity (over the velocity range of 
interest here) and takes a constant frac- 
tion of the energy loss to the target elec- 
trons. The number of pairs formed is 
found by dividing this by the pseudo- 
generation energy of 3.6 eV per pair (13). 
Heavy ions are more complex than ener- 
getic protons or electrons because they 

are partially shielded by their own elec- 
trons (and the shielding is velocity-de- 
pendent) and they lose significant energy 
to the target nuclei (such energy loss is 
negligible in electron and proton stop- 
ping). It is beyond the scope of this ar- 
ticle to describe the detailed analysis of 
the energy loss of particles to electronic 
processes. 

We have established the important 
values of energy loss from both funda- 
mental theory and experimental data 
(14-16), and Figs. 2 and 3 show the final 
results, based mainly on (16). In Fig. 2 
we give the line density of electron-hole 
pairs created per unit path length for 
muons, electrons, protons, helium ions, 
and silicon ions in a silicon target. The 
spatial distribution of these carriers 
about the particle track is not well 
known, but it can be assumed that they 
occur primarily within 0.1 Am of the 
path. For the case of silicon ions there 
will be a reduction of the net available 
electron-hole pairs due to recombina- 
tion, the actual rate of which depends on 
the electric field at the path and the re- 
sulting rate at which the carriers are 
swept apart. We have assumed no re- 
combination in our later calculations. 

Figure 3 shows the total electron-hole 
pairs generated for each type of particle 
as a function of particle energy. It differs 
from the distribution that would be ob- 
tained by merely integrating the curves 
of Fig. 2 because energy losses are in- 
cluded that do not generate electron-hole 
pairs (14). This difference is significant 
only for heavy ions such as silicon. 

Escape of long-range a-particles. The 
interaction of cosmic rays with silicon 
often produces a-particles, which can 
cause noise bursts that definitely can 
lead to soft fails. It will be convenient to 
simplify the analysis of a-particle-pro- 
duced ionization wakes. As shown in 
Fig. 2, the electron-hole production rate 
of helium particles peaks at about 0.5 
MeV, with a drop-off by a factor of 4 at 
10 MeV and of 8 at 20 MeV. Alpha parti- 
cles emitted in nuclear reactions can 
have high energies and can travel long 
distances in silicon; for example, a 10- 
MeV a-particle has a range of 70 /m 
(15). Therefore many particles emitted 
from deep in the silicon may have their 
maximum energy loss near the electronic 
circuits on the surface of the semicon- 
ductor, and alphas produced near the 
surface may pass out of the silicon, doing 
no damage. 

We have developed a simple model 
that allows an estimate of the number of 
alphas that have their maximum ioniza- 
tion wake in a region near the surface. 
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Fig. 2 (left). Ionization wake density of electron-hole pairs in silicon following the passage of various charge particles. An electron-hole pair is 
created for about every 3.6 eV of energy lost to target electrons by each particle. This process is surprisingly independent of particle velocity and 
is well verified experimentally, but not theoretically. No experiments have evaluated the lateral distribution of these charges about the particle 
trajectory, but it is assumed most are within a Debye length of the particle track (< 0.1 /am). No density-effect corrections have been made for the 
relativistic electrons. Fig. 3 (right). Total electron-hole pair creation by particles in silicon. Energy loss of the particles to target nuclei is 
assumed not to create electron-hole pairs (16, 49). 
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(R - D) (2) point charges is called the Mott-Ruther- 

ford cross section and may be expressed 
iction rate p, of (17, 18) as 

alphas per unit volume. The value of R 
for helium ions in silicon (15) is 

R = exp E ai(ln E)i - 2 
i = 0 

(3) 

where R is in micrometers, E is the initial 
alpha energy in kiloelectron volts, and 
the coefficients ai = -4.1621, 0.98241, 
0.10621, -0.058012, 0.0074353, and 
-0.00026865 for i = 1 to 5, respectively. 
The 2 in Eq. 3 is the range of a 0.5-MeV 
alpha and is subtracted from the total 
range (in brackets) to give the range of 
the peak of the electron-hole distribution 
(Eq. 3 is valid up to 10 MeV). 

This first-order analysis of a-particle 
wakes does not consider the fact that for 
very sensitive components, the ioniza- 
tion wake within the device of high-en- 
ergy a-particles passing completely 
16 NOVEMBER 1979 

do- ' c Cos (- cosc3 (s ) x 
dO 2-, 2c) 

Z,Z2e2(Ml + M2) 2 (4) 
[ MIM2v j 

with 

f() (1 - /3) 1 - 32 sin2 (2 + 

7ra,3 sin [1 - sin ] 

3 = v/c 

a = Z2/137 

where dcr/dO is the differential cross sec- 
tion for scattering into the center of mass 
angle 0 of a projectile with atomic num- 
ber Z, and mass M1, a relativistic veloc- 
ity v, and energy E, on a target atom of 

Z2 and M2. Also, e is the charge on an 
electron and c is the velocity of light. 

We wish to determine the cross sec- 
tion O-Th for obtaining a recoiling silicon 
atom with an energy above some mini- 
mum threshold value Emin. This can be 
done by integrating Eq. 4 over those an- 
gles which result in recoiling silicon nu- 
clei with energies greater than Emin 

ZTT = (ZZ2e2(M 
+ 

M2) 2 

'Th - t 1 - 2 2 n 2 ' 

(E'- 1 - /32 In E' + 

ira/3{2 [(E')'2 - 1] - In E'}) 

where 

y = (1 - p2)-1 = 1 + E 
M1c2 

2E 
E' = E 

(E + 2 M,C2) 
M2c2Emin 

(5) 

with E' the ratio of the maximum pos- 
sible energy transfer to the specified 
threshold energy. 

Equation 5 will be used later to calcu- 
late generation rates for electronic noise 
pulses from recoiling silicon atoms. Be- 
cause nuclei are not point charges there 
are serious limitations to using this for- 
mula, but the results will be compared to 
available data. In general, Eq. 5 yields 
cross sections that are too large, and 
since these interactions are usually not 
the primary sources of noise pulses, we 
use Eq. 5 mainly to indicate the magni- 
tude of various recoil processes. Once 
the cross section for producing recoiling 
silicons is established, we can evaluate 
the electron-hole pairs generated by this 
moving heavy atom, using Figs. 2 and 3. 
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Rates of Induced Bursts of Charge 

We now evaluate the individual par- 
ticle interactions with silicon quantita- 
tively and produce "burst-generation" 
curves, which allow the calculation of 
computer memory errors for many types 
of computer devices. The burst-genera- 
tion curves are in the form of either 
charge per path length, as for the ioniza- 
tion wake of a particle, or charge per unit 
volume, for silicon recoils. 

The final computer error rates (or chip 
rates) will be found from 

Error rate = 

A ZDC BFSdE (6) 

where A is the active area of the planar 
devices in the computer (or in the chip). 
We sum over all possible particle inter- 
actions i, multiplying the appropriate de- 
vice dimension D (mean diameter for the 
linear processes of Fig. 2 and active vol- 
ume for the volume processes) by the 
collection efficiency C of that volume, 
the integral of the burst-generation 
curves B, the appropriate particle flux F 
of Fig. 1, and the shielding S of the par- 
ticle flux by building structures, and we 
integrate over all energies of particle i. If 
the device has both depletion volumes 
and drift collection volumes (as dis- 
cussed in the following section) a suit- 
able average volume is used for the vol- 
ume-dependent processes. 

In producing the burst-generation 
curves we made some simplifications. 
Primarily, we assumed that light parti- 
cles emitted in nuclear reactions have a 
range R much greater than the device ac- 
tive volume depth D for the evaluation of 
Eqs. 1 and 2, and conversely that heavy 
recoil particles have D > > R. Typically, 

0E c 
Eo 

=" ---.---.-....l ,, ,,,,,- X, _ .. 

0f ---------_ -i --_-C-_^--'-------- 

c 1o 

HzI [,' f__.' ..c 0 _;, 
C)~~~~~~~~~ 

.F -__ //_l / //,I,l,t/ (-I) ~ ~ ~ ~ ~ i 

the light particles have a mean energy of 
- 5 MeV and a mean range of 25 txm in 

silicon, and the heavy particles have an 
energy of 0.2 MeV and a range of - 0.2 
gm. For devices with active volume di- 
mensions near these two limits, it would 
be necessary to do the detailed calcu- 
lation that we outline for each of our B 
curves specifically for the device in ques- 
tion. We describe below the calculation 
of the B curves for each particle-silicon 
interaction; the interactions are num- 
bered I-1, 1-2, and so on. 

Electron Interactions with Silicon 

Electrons interact with silicon (I-1) by 
producing a wake of electron-hole pairs 
as shown in Figs. 2 and 3, and (I-2) by 
elastically scattering and producing re- 
coiling silicon nuclei. They also produce 
charged particles from Coulomb ex- 
citation of the silicon nucleus, but this ef- 
fect has a small cross section and is un- 
important. No permanent damage due to 
a single electron can be seen in any of the 
electrical characteristics of silicon (19). 

Elastic scattering of electrons from 
silicon has been studied experimentally 
in detail. In general, the cross section 
calculated from Eq. 4 is at least 20 times 
greater than the experimental values for 
electron energies of 250 and 500 MeV 
(20). However, there is also significant 
inelastic scattering to levels of a few mil- 
lion electron volts in silicon, which 
somewhat reduces the overestimate of 
silicon recoils. We use Eq. 5 to generate 
Fig. 4, which shows the electron-induced 
silicon recoils above various threshold 
energies for a unit volume of silicon. We 
will show that this interaction is not a 
significant effect in producing computer 
errors, so a detailed evaluation of the 
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scattering cross section (21) is not neces- 
sary. The silicon recoil burst-generation 
curve from electron scattering is found 
by interpolating Fig. 5. 

Proton Interactions with Silicon 

Protons interact with silicon (1-3) by 
producing an ionization wake of elec- 
tron-hole pairs, (1-4) by scattering and 
producing heavy nucleus recoils, and (I- 
5) by producing a-particles from nuclear 
reactions. The electron-hole pair produc- 
tion (1-3) is shown in Figs. 2 and 3. 

Proton-induced silicon recoils (1-4). 
The evaluation of the number of recoil- 
ing silicon nuclei above some energy, 
Emin, produced by scattering protons 
must include both electromagnetic and 
nuclear interactions. To incorporate 
these effects, the differential cross sec- 
tion for proton elastic scattering at low 
energies was calculated, using the opti- 
cal model of nuclear scattering (22, 23). 
At high energies (billions of electron 
volts) this model cannot be relied on, and 
we used experimentally determined an- 
gular distributions of 1-GeV protons 
(24). For our purposes, the important re- 
sult is that the proton elastic scattering 
angular distributions vary only slightly 
from target to target, and we extrapolat- 
ed the results of these experiments to de- 
duce the angular distributions for silicon 
recoils from elastically scattered pro- 
tons. Figure 5 shows the burst-genera- 
tion curves for the production of silicon 
recoils with energies greater than Emin. 
These curves combine the energy and 
angle dependence of the proton elastic 
scattering in a convenient form for calcu- 
lating failure rates for particular devices. 
It is perhaps worth noting that, in appro- 
priate units, B is simply the cross section 
for producing silicon recoils with energy 
greater than Emin times the atomic den- 
sity of silicon (5 x 1010 ,um-3). 

Alpha particles produced by protons 
on silicon (1-5). The nuclear reaction 
Si + p -> a + ... , where p is a proton, 
has been studied experimentally in detail 
(25, 26). The cross-section threshold oc- 
curs at about 9 MeV, and at 40 MeV the 
reaction has a cross section of 0.22 barn 
(10-28 m2). Especially applicable to our 

problem are the results of Walton et al. 
(26), who put a beam of protons through 
a thin silicon sample, then melted the 
silicon and measured the released helium 
with a mass spectrometer. Since helium 
does not diffuse in silicon at room tem- 
perature, this clever experiment mea- 
sures all alpha generation over all pos- 
sible exit channels of the reaction. The 

SCIENCE, VOL. 206 



E 

-4 E 
wI xU 

- .--,2 -NEUTRONS --- 

^ - =i=i CD ~ iil 

|z EEE.^EEEEEE^^^E^^^^^^si^1- t NEUTPROTONS- 

, _4 _ -Z _^ - _ _ ^? --- 0.=r_ -- ----TLN_ <H~~~~~~~~~~~~H 

g ̂  i Il ^ , i ^ -- _ _ _- ___J -- _ _ _ __ . --__ __ LU _ 
H z 

_ i `I I 
LL I 

i I I- 

0 1 10 1 103 I I ILU ------- I I 1~ 1---LU-------l,ll 

PROTON ENERGY ( MeV ) I 1 00 1000 

NEUTRON OR PROTON ENERGY [ MeV I 

Fig. 5 (left). Generation of energetic silicon recoils from scattering of protons. Each curve is the integral of recoils above the minimum silicon 
recoil energy indicated on the plot. These curves are from optical model calculations which include both electromagnetic and nuclear interactions 
(see text). Fig. 6 (right). Burst-generation of protons and neutrons incident on silicon and producing a-particles from nuclear reactions. For 
the stopping of a-particles near the silicon surface, use half the value of the plotted curve (half the a-particles escape the sample). Since the 
interaction involves significant contributions from incident particles with energies above 50 MeV, which are strongly anisotropic with a dominant 
vertical flux, the a-particles will have an anisotropy in the vertical direction and electronic device sensitivity may depend on chip orientation. 

cross section of Walton et al. for the pro- 
duction of a-particles reaches 0.22 barn 
for a proton energy of 40 MeV, in good 
agreement with other results (25). We 
use the cross sections of this reaction 
times the silicon atomic density to find 
the solid-line part of the curves of Fig. 6. 

The a-particles emitted in nuclear re- 
actions must penetrate a Coulomb bar- 
rier of about 6 MeV. Hence all the a-par- 
ticles from nuclear reactions with silicon 
have a range in silicon, R, much greater 
than the device thickness, D. Some will 
escape the device without causing er- 
rors. To take this effect into account, we 
use Eq. 2, assuming R >> D, and find 
that the charge burst-generation curve is 
half the reaction rate (half the alphas es- 
cape from the sample). No account is 
taken of the layers covering the silicon, 
which may also produce a-particles that 
can affect the device. 

The high-energy part of the curves of 
Fig. 6 (dashed line) was determined from 
general considerations of the interaction 
of high-energy nucleons with nuclei. The 
asymptotic value B = 1,5 x 10-14 cm2/ 
,um3 was derived from the assump- 
tion that at high energy the total p + Si 
cross section was 0.3 barn, which is es- 
sentially the measured total absorption 
cross section (27), and that in these vio- 
lent collisions with energies of several 
hundred million electron volts one or 
more a-particles, or other energetic 
16 NOVEMBER 1979 

heavier particles, will probably be emit- 
ted. 

Although we have been unable to find 
any data on the cross section for a-par- 
ticle production by very high energy pro- 
tons on silicon, this cross section has 
been measured for 5.5-GeV protons on 
silver and uranium (28). For both these 
targets, the number of a-particles pro- 
duced corresponds to a cross section of 
essentially twice the geometric cross 
section. This large cross section results 
from the production of two or more al- 
phas in a single collision. A second ob- 
servation is that at these very high 
energies, most of the a-particles have 
energies near the Coulomb barrier. We 
expect the probability of multiple a-par- 
ticle emission to decrease with target 
mass; and therefore assume that the a- 
particle cross section for protons in sili- 
con is essentially the geometric cross 
section (this assumption may be a pri- 
mary source of inaccuracy). Recently, 
single soft fails in 16K dynamic random 
access memories have been observed 
during irradiation by 33-MeV protons 
(29). 

Neutron Interactions with Silicon 

More than 100 papers have been pub- 
lished on the interaction of neutrons with 
silicon. This is due to interest in the re- 

sponses of military electronic circuits to 
nuclear explosions and the effects of in- 
tense neutron fluxes from reactors. 
These papers concern permanent dam- 
age to semiconductor devices due to 
large doses of neutrons (minimum doses 
considered are about 1011 neutrons per 
square centimeter). Extrapolation of 
these results to the effects of one neu- 
tron, which we are interested in, would 
indicate no permanent damage at the lev- 
el that can be sensed by transistors. [The 
physical processes involved are dis- 
cussed in (30) and recent references are 
compiled in (31).] 

Because of the technological impor- 
tance of neutron-induced reactions on 
silicon, the existing experimental mea- 
surements have been carefully evaluated 
and the microscopic cross sections for 
neutrons with energies from 0 to 20 MeV 
have been calculated. We used this Eval- 
uated Nuclear Data File (ENDF) (22) to 
predict the ionization burst in silicon 
from low-energy (< 20 MeV) cosmic-ray 
neutrons and used the theoretical formal- 
ism established by the low-energy data 
to extrapolate to higher energies (21). In 
some cases these extrapolations can be 
confirmed by comparison with measured 
proton-induced reactions on silicon, 
which, because of the charge symmetry 
of the nuclear force, should be almost 
the same as neutron-induced reactions at 
very high energies. 
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In our analysis of all possible reactions 
between neutrons and silicon that pro- 
duce ionization bursts, two are of pri- 
mary importance. One (1-6) is the crea- 
tion of energetic silicon nuclei recoiling 
from the elastic or inelastic scattering of 

cosmic-ray neutrons. The second (1-7) is 
the nuclear reaction between neutrons 
and silicon-producing a-particles. 

Neutron-induced silicon recoils (1-6): 
Shown in Fig. 7 are burst-generation 
curves for the production of silicon re- 
coils with energies greater than or equal 
to some minimum energy Emin. The 

burst-generation function combines the 

energy and angle dependence of the neu- 
tron elastic and inelastic scattering cross 
section, and it is calculated in the same 

way as B for proton-induced silicon re- 
coils. The total reaction cross section is 
evaluated by integrating the differential 
cross section for elastic and inelastic 
neutron scattering over angles that result 
in recoiling silicon atoms with energy 
above Emin. 

The curves in Fig. 7 are based on the 
evaluated cross-section data from ENDF 
for E - 20 MeV. For higher energies, 
neutron elastic and total reaction cross 
sections were calculated from an optical 
model. We included only recoils induced 

by neutron elastic and inelastic scatter- 
ing to the first excited state of 28Si and to 
the continuum and ignored recoils for 
other reactions such as those producing 
charged particle emission. This was done 
because at low energies the elastic and 
inelastic scattering constitute most of 
the total cross section. At 20 MeV and 
above, the most important reactions not 
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ing down to their maximum ionization 
energy, the effective number of maxi- 
mum ionizing a-particles is a factor of 2 
less than the bulk production rate. 

Fig. 7. Burst-gener- 
ation curves for the 
nuclear reaction Si 
+ n -> heavy nu- 
cleus (recoiling) + 
? . . , where we sum 
over all significant 
nuclear reactions. 
When multiplied by 
the cosmic neutron 
flux, the curves give 
the burst-generation 
density in silicon for 
energetic recoils 
above the indicated 
minimum energies. 

1000 

included involve multiple particle emis- 
sion, for which it is difficult to estimate 
the spectrum of recoiling heavy nuclei. 
However, even at these high energies the 
recoils are dominated by elastic scatter- 
ing. Hence Fig. 7 gives a reasonable 
lower limit for the number of silicon re- 
coil counts; a more complete evaluation 
might increase B by 20 percent for high- 
energy neutrons. In view of the lack of 
data for cross sections at high energy, 
such a correction does not seem justi- 
fied. 

Alpha particles produced by neutrons 
in silicon (1-7): The threshold for produc- 
ing a-particles by bombarding silicon nu- 
clei with neutrons (n) is 2.65 MeV. At 
low energies the important reaction is 
Si + n -> a + Mg, with a cross section 
that rises to 0.2 barn at 8 MeV and then 
decreases rapidly above 15 MeV (22, 32- 
36). Then Si + n -- a + n + Mg be- 
comes important, having a cross section 
of 0.24 barn at 20 MeV (20). The solid 
part of the neutron curve in Fig. 6 results 
from the sum of these two reactions. At 

energies above 20 MeV, most of the a- 
particles come from reactions in which 
other particles (protons or neutrons) are 
emitted in addition to the a-particle. This 
part of the curve was evaluated by con- 
sideration of the total absorption cross 
section, as discussed for protons. (It is 
assumed that above 200 MeV the proton 
and neutron cross sections are identical.) 

As in the case of proton-induced a- 
particles there is an important geometric 
effect for neutron-induced alphas (Eqs. 1 
and 2). Taking into account the a-parti- 
cles that escape the silicon before slow- 

Muon Interactions with Silicon 

Primary cosmic rays interact with oxy- 
gen or nitrogen atoms in the earth's up- 
per atmosphere and both i7 and K me- 
sons are produced. If these particles do 
not subsequently interact, their lifetime 
is less than their transit time to sea level 
and they spontaneously decay and are 
the source of muons. Since the primary 
cosmic rays are 87 percent protons, the 
ratio of x+' to IJ- is not unity but 1.29. 
Muons are produced at a mean altitude 
of 15 km. They have a high probability of 
reaching the earth's surface without pro- 
ducing further cascades, and typically 
they only leave an ionization wake in the 
atmosphere (losing about 2 GeV of ener- 
gy). 

A significant aspect of muon flux is 
geomagnetic latitude. Near the geomag- 
netic equator there is an increase in mag- 
netic rigidity, and fewer low-energy pri- 
mary particles penetrate the atmosphere. 
The number of muons that are produced 
and reach sea level increases by a factor 
of 2 to 3 (depending on muon energy) in 
going from 0? to 50? geomagnetic latitude 

(37-40) and by a factor of more than 10 at 
the magnetic poles. The muon electro- 
magnetic interaction with the atmo- 
sphere can produce further variations 
(up to 20 percent), depending on air pres- 
sure, temperature, humidity, magnetic 
storms (the Forbush effect), and time of 
day (the diurnal effect). We selected the 
muon flux at 40?N geomagnetic latitude 
for our calculations. 

There are three primary interactions of 
muons with silicon. Interaction 1-8 is the 
muon ionization wake (Fig. 2), which 
produces a line of low-density electron- 
hole pairs. Interaction 1-9 is electromag- 
netic scattering, which produces ener- 
getic silicon atom recoils. Finally, inter- 
action I-10 is the complex capture of 
muons by nuclei, which releases 106 
MeV of energy. 

The intensity of the ionization wake of 
muons in silicon peaks at 10 keV (Fig. 2). 
At this low energy the flux of muons is 
2.5 x 10-8 cm-2 MeV-1 sec-1, as shown 
below. 

The silicon recoils are initiated by the 
scattering of very energetic muons. We 
used Eq. 5 to evaluate the number of sili- 
con recoils produced above various min- 
imum recoil energies, and Fig. 8 shows 
curves of the integrated recoils as a func- 
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tion of muon energy. When one of these 
curves is multiplied by the muon flux, 
such as that in Fig. 1, the result is the 
recoils per unit volume above a selected 
energy threshold value. Examples of this 
are shown explicitly in the section on 
calculation of computer errors. 

The muon capture interaction involves 
transmutation of some of the muon mass 
into energy. First, we need to evaluate 
how many muons come to rest in silicon. 
This has been measured (41-45) and cal- 
culated (46-48) and reasonable agree- 
ment is found (+ 20 percent). At a geo- 
magnetic latitude of 40? the sea-level 
stopping of negative muons is 6.3 x 10-6 
g-1 sec-1 for rock (mean atomic number, 
12.8) and 5.6 x 10-6 g-1 sec-1 for air 
(mean atomic number, 7.43). Extrapolat- 
ing to silicon (atomic number, 14), we 
obtain 7 x 10-6 g-1 sec-1 = 1.6 x 10-5 
cm-3 sec-1 = 5.8 x 10-8 /~m-3 per 106 
hours. 

By combining this stopping rate with a 
calculation of muon range, we can esti- 
mate the flux of muons with energies of 0 
to 10 keV needed to evaluate the wake 
ionization effects of these very slow 
muons. We calculated the range of 
muons by using the energy loss rates giv- 
en in Fig. 2 and the transport equation 
expansion of Littmark and Ziegler (49) 
and found that 10-keV muons have a 
range of 70 nanometers. Hence, the low- 
energy muon (,u- + ,/+) flux = (2.29) x 
(1.6 x 10-5 cm-3 sec-1) x (70 x 10-7 
cm)/(0.01 MeV) = 2.5 x 10-8 cm-2 sec- 
MeV-1. As seen in Fig. 1, this flux is con- 
sistent with an extrapolation of the high- 
er energy flux data. 

Most integrated circuits are being fab- 

ricated on silicon crystals about 400 /,m 
thick. Range calculations show that 3- 
MeV muons have a range of 400 ,um, and 
therefore the integrated circuit chip will 
stop all muons with energies of 0 to 3 
MeV. These stopping rates are for nega- 
tive muons only. The positive muons will 
not be significant because they decay in- 
to an electron and two neutrinos with 
negligible electronic effect. 

The negative muons that stop in sili- 
con may either decay into electrons and 
neutrinos (28 percent) or be captured in- 
to an atomic orbit in a silicon atom (72 
percent) (50, 51). Since a negative muon 
is not an electron, it is not kept in an out- 
er orbit by the Pauli exclusion principle 
and it quickly cascades down into a Is 
orbit. Since the muon is 200 times heavi- 
er than an electron, its ls orbit is largely 
within the nucleus. It has a high proba- 
bility of combining with a proton through 
the weak interaction: /a- + p -> n + 
v + 106 MeV. If the muon and proton 
were at rest, the neutron would have 5.7 
MeV of energy and the neutrino (v) 
would carry off - 100 MeV. The actual 
energy released varies with the momen- 
tum of the capturing proton in the silicon 
nucleus and a much larger energy than 
5.7 MeV is available. This "internal con- 
version" process may involve complex 
three-body kinematics between a neutri- 
no, a heavy recoiling nucleus, and any 
emitted nucleons. We analyze this reac- 
tion by assuming that after the emission 
of the neutrino there is a stationary high- 
ly excited nucleus. Many de-excitation 
branches are possible, but the only ones 
that are important are those that produce 
charged particles or create an energetic 

recoiling residual nucleus. Of the muons 
that are captured, 28 percent result in no 
particles being emitted, 15 percent result 
in charged particle emission, 67 percent 
result in neutron emission, with 10 per- 
cent emission of both charged particles 
and neutrons (52-60). 

We first consider the charged-particle 
emission. The 15 percent are - 10 per- 
cent protons, 5 percent deuterons, and 
< 1 percent tritons or a-particles [there 
may be several percent alphas (58, 60)]. 
The shape of the energy spectrum of the 
charged particles may be described by an 
exponential with decay constant, X, 

N(E) ~ exp (-E/X) (7) 

where N(E) is the number with energy E 
and for proton emission is about 4.6 
MeV. This expression is valid only 
above the minimum proton energy of 1.4 
MeV. The fraction of total protons 
N(t-,p) with energies above the thresh- 
old energy Emin is 

N(r-,p) = 1.356 exp (-Emin/4.6) (8) 

The number of magnesium recoils can be 
similarly determined by assuming only 
single-particle emission and conserva- 
tion of momentum. If EMg is the mini- 
mum Mg recoil energy to be considered, 
the fraction with energy greater than EMg 
is 

N(/z-,Mg) = 1.356 exp(-27EMg/4.6) (9) 

with E Mg 0.052 MeV. 
Similarly, we can evaluate the emitted 

decay neutrons and the associated re- 
coiling 27Al nuclei. The neutrons also 
peak at a few million electron volts and 
their energy spectrum is exponential 
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Fig. 8 (left). Electromagnetic scattering of incident muons producing energetic silicon recoils. Each curve shows the integrated recoils above the 
minimum recoil energy noted on the right ordinate. The calculation is based on relativistic scattering of two point charges. Fig. 9 (right). 
Generation rate of energetic nuclear recoils following the capture of muons by silicon. The muon capture rate slightly increases with concrete 
shielding at a rate of 10 percent per meter of concrete. 
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Table 1. Typical electronic device parameters. These component dimensions are believed to be 
typical for proposed computer memory circuits. They do not represent any commercial prod- 
uct. Similar components are discussed in (2, 12, 61). 

Parameter d-RAM (64K) CCD (64K) CCD (256K) 

Active area, /Mm2* 100 200 80 
Stored charge, e- 1,500,000 180,000 50,000 
Critical charge, Qerit, e- 300,000 36,000 10,000 
Depletion depth, ,m 3 6.5 3 
Mean collection diameter, ,um 12 16 11 
Mean collection volume, um3 800 2,700 600 
Bits per chip 65,536 65,536 262,144 

*Area refers only to a single-bit-cell capacitor and excludes other susceptible capacitors such as those in the 
bit lines and the sense amplifiers. Circuit duty cycle is assumed to be unity. 

with X - 7.1 MeV, so the fraction of to- 
tal neutrons with energies above a 
threshold energy will be 

N(/L-,n) = 1.325 exp (-Emin/7.1) (10) 

with the corresponding 27Al recoils being 

N (/t-,Al) = 1.325 exp (-27 Emin/7.1) 
(11) 

where we assume simple two-body 
breakup with a minimum neutron energy 
of 2 MeV and a minimum recoil of 0.074 
MeV. 

We combine the recoiling heavy nuclei 
described by the sum of Eqs. 9 and 11 to 
produce the burst-generation curve for 
muon capture in silicon (Fig. 9). As we 
will show later, this curve is usually in- 
dependent of shielding. 

To summarize the interactions of 
muons with silicon, the ionization wake 
(1-8) is found by using the generation 
curves of Fig. 2. The silicon recoil (1-9) 
generation curve is found by obtaining 
the minimum silicon recoil energy in Fig. 
3, then interpolating in Fig. 8 for the 
proper curve. Muon capture (I-10) pro- 
duces recoiling heavy nuclei with simul- 
taneous emission of neutrons, protons, 
and deuterons. This generation rate is 

found by using Fig. 3 to find the mini- 
mum silicon recoil corresponding to the 
device, Qcrit, and then finding the genera- 
tion rate in Fig. 9. We ignore the lightly 
ionizing particles that are emitted, but 
these are described by Eq. 8 and their io- 
nization tracks are described in Fig. 2. 

Sensitivity of Computer Components 

We selected two types of components 
from the vast array of computer devices 
to illustrate the calculation of the poten- 
tial sensitivity of computer devices to 
cosmic rays. These components are 
charge-coupled devices (CCD's), pro- 
posed for very large medium-speed 
memories, and dynamic random access 
memories (d-RAM's), used for very 
large high-speed memories. A third type 
of device, the bipolar transistor, should 
also be considered, but its analysis is too 
complex for this article. Although we 
discuss devices described in the litera- 
ture, we use them only to obtain typical 
electrical characteristics; our calculated 
sensitivities do not include important as- 
pects of the total circuitry, such as duty 
cycle and cycle time, which may mitigate 
the predicted effects. 

Table 2. Chip errors induced by sea-level cosmic rays. These error rates are based on several 
simplifying circuit assumptions; actual performance will vary with component design and cir- 
cuit operation. 

Chip error rate (events per 106 hours) 
Interaction 

d-RAM (64K) CCD (64K) CCD (256K) 

(I-) e- ionization wake 0 0 0 
(1-2) e- - Si recoils (EM)* 0 < 1 < 1 
(1-3) p+ ionization wake 0 140 1300 
(1-4)p+ + Si- HN recoilst < 1 < 1 < 1 
(I-5)p + Si-- He < < I < 1 
(1-6) n + Si -* HN recoils 1 100 250 
(1-7) n + Si -He 6 22 20 
(1-8) Muon ionization wake 0 330 1700 
(1-9) Muon -* silicon recoils (EM)* < 1 3 4 
(1-10) Iu- capture -- HN recoilst < 1 7 8 

Total -- 7 - 600 - 3000 

*"Si recoils (EM)" indicates close electromagnetic (EM) collisions that induce energetic recoiling silicon 
nuclei. t"HN recoils" indicates a summation over all recoiling heavy nuclei (HN) from the nuclear reac- 
tion indicated. 
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The CCD stores small amounts of 
charge in potential wells at the interface 
of a silicon crystal and a covering in- 
sulator such as SiO2. The charge mi- 
grates in a track ("racetrack") so that a 
long string of sequential bits can be read 
consecutively. Once in the racetrack the 
charge that represents a bit is not re- 
freshed (it is called floating charge), and 
during its transit of the course it is vul- 
nerable to charge bursts. This device is 
believed to have the smallest amount of 
charge per bit of any current commercial 
device and one 64K-bit array (12) has bit 
cell sizes of 12 by 14 gum, with a total of 
180,000 electrons for a 1; for a 256K-bit 
device the charge would be of the order 
of 50,000 electrons per bit (2). 

The d-RAM is produced commercially 
on a large scale. In one device of this 
type the 0 or 1 of a stored bit is the pres- 
ence or absence of charge on a small ca- 
pacitor, which is merely a thin-film con- 
ductor, a very thin oxide, and the silicon 
substrate. The sense of the capacitor is 
detected by a highly sensitive amplifier. 
In one current design (61) the bit is fabri- 
cated with an area of 170 Amm2 with a ca- 
pacitance of 50 femtofarads, and it writes 
into this cell with 5 volts. This means 
that the stored charge is 1.5 x 106 elec- 
trons. 

Both types of memories are transient, 
since the charge stored in a bit is slowly 
neutralized due to leakage in the silicon 
from the bulk and the periphery of the 
cell. These devices are therefore cycled, 
and every few milliseconds each cell is 
interrogated and then refreshed with a 
full charge; this is why they are called 
dynamic memories. While a cell is being 
refreshed it may not be sensitive to 
charge bursts, but it cannot be used as 
active memory. We have assumed a 100 
percent active state for all devices for 
simplicity, but chip reliability will be im- 
proved by any reduction in this floating 
state. 

The sensitivity of both CCD's and d- 
RAM's to bursts of charge has been 
shown by experiments in which they are 
subjected to a-particles from radioactive 
sources (2, 3). The CCD devices are 
much more sensitive because of their 
lower stored charge. The effect of a 
single a-particle may be visualized by 
considering a CCD memory of all l's; a 
track of 0's is spontaneously induced 
outlining the ionization wake of the a- 
particle (62). 

We assume that the sensitivity of these 
devices to cosmic rays may be deduced 
from the relative magnitude of two pa- 
rameters, the critical threshold charge of 
the device and the burst of charge that 

SCIENCE, VOL. 206 



migrates to the device from a cosmic-ray 
interaction in silicon. This latter process 
involves two regions, the depletion 
depth of the device, in which 100 percent 
of the induced charge is collected, and 
the volume outside this, in which the in- 
duced charge must diffuse with only part 
entering the device. 

Diffusion of a line of charge in silicon 
has been studied in detail by Kirkpatrick 
(63) in his analysis of the effects of a-par- 
ticles on electronic circuits. He assumes 
that the charge initiates along a line, the 
recombination is negligible, the diffu- 
sivity of charges is 25 cm2/sec, and the 
surface is a perfect charge sink. He ar- 
rives at several important rules about the 
collection efficiency for lines of charge. 
The most useful to us is that for a burst 
of charge below the device, there is sig- 
nificant collection of the charge down to 
depths that subtend a solid angle of ap- 
proximately 1 steradian. This angle re- 
fers to the complete space charge cross 
section, because full collection of all 
charge that drifts into this electric field is 
assumed. Therefore, the effective collec- 
tion diameter of the devices we consider 
will be 50 percent greater than the space 
charge diameter. 

Kirkpatrick also pointed out to us that 
if a detailed calculation were made of the 
diffusion of charge from deep bursts, the 
effective collection depth would not be a 
constant but would depend on the size of 
the charge burst. Distant charge bursts 
may cause errors if the burst is far larger 
than Qcrit. 

Calculation of Circuit Error Rates 

We can now calculate the sensitivity 
of the devices to cosmic rays. These de- 
vices typically have the characteristics 
shown in Table 1 (2, 12, 61). In this sec- 
tion we assume an unshielded sea-level 
flux of cosmic rays (Fig. 1) and use the 
steps outlined above to evaluate each 
type of particle-silicon interaction. We 
then use Eq. 6 to find the final error rate, 
which is shown in Table 2. 

In Table 1, the depletion depth is 
found from the device voltage, silicon 
type, and silicon resistivity. The mean 
collection diameter is found by con- 
structing a cell with its depletion depth 
plus 50 percent, which approximates the 
distance of charge diffusion from beyond 
the depletion zone. The cell is con- 
structed in three dimensions, and we av- 
erage over all incident directions to ob- 
tain the mean diameter (taking into ac- 
count that some particles will only clip 
corners). The mean collection volume is 
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Fig. 10. Experimentally determined cosmic- 
ray fluxes at altitudes of 3 and 10 km at about 
geomagnetic latitude 45?N. Similar curves for 
electrons could not be found, so their inter- 
action with silicon was omitted in the calcu- 
lations of computer errors at various alti- 
tudes. 

the volume of the cell. The chip area and 
the active area are estimated from data in 
(2, 12, 61). 

In Table 2, the direct-ionization inter- 
actions (I-1, 1-3, and I-8) are calculated 
by a three-step process. First, we deter- 
mine Qcrit per micrometer for the three 
devices by dividing Qcrit by the mean col- 
lection diameter, and we obtain 25,000, 
2,250, and 910 e- per micrometer. We 
then use Fig. 2 and obtain the energy 
range E to E2 for which electrons, pro- 
tons, and muons will generate more than 
this charge density. For example, for 
protons in the d-RAM we would obtain 
E, = 0.02 and E2 = 0.25 MeV. Finally, 
we evaluate the total number of electron- 
hole pairs between these two energies to 
determine whether it is larger than Qcrit. 
For these two energies we find 5,000 and 
90,000 total pairs in Fig. 3. Subtracting 
these, we have 85,000 pairs produced be- 
tween E, and E2, which is less than the 

Qcrit of the d-RAM, so the protons are 
incapable of creating errors in the d- 
RAM at any energy. A similar analysis of 
protons for the CCD 64K device gives 
E1 = 0 and E2 = 10 MeV, for a total of 
2.8 x 106 electron-hole pairs, which 
makes this particle capable of causing a 
soft fail. With these energy limits, we 
now integrate Eq. 6 over the correspond- 
ing particle flux in Fig. 1 (Fig. 1 shows 
the ,u- flux and the total muon flux is 2.3 
times this value). It is necessary to draw 
in the low-energy charged particle flux 
curves in Fig. 1 because there seem to be 
no experimental data for protons and 

electrons and we assume a constant 
slope from the lowest experimental 
points. We finally multiply this integral 
by the chip active area. 

The direct electromagnetic inter- 
actions causing silicon recoils (Table 2, 
1-2 and I-9) are calculated by determining 
the minimum silicon recoil energy corre- 
sponding to Qcrit, then interpolating in 
Fig. 4 or Fig 8 for the burst-generation 
curve, multiplying this by the flux from 
Fig. 1, integrating over all particle 
energies, and finally multiplying by the 
device mean collection volume and num- 
ber of bits per chip. 

The failure rate due to neutron-in- 
duced heavy nucleus recoils (Table 2, 
I-6) is calculated from Eq. 6 and Fig. 7. 
For the short-range highly ionizing sili- 
con recoil events, the minimum recoil 
energy, corresponding to Qcrit, is found 
from Fig. 3, and then the burst-genera- 
tion function appropriate to this Emin is 
found by interpolating in Fig. 7. The B is 
then multiplied by the neutron flux (Fig. 
1) and integrated over all neutron ener- 
gies (E, = 0 and E2 = cO). Finally, this in- 
tegral is multiplied by the active volume 
of the device and the number of devices 
per chip. 

The failure rate due to a-particles from 
n + Si reactions (1-7) is calculated in the 
same way, using the correct B from Fig. 
7. There is one important difference be- 
cause of the fact that the a-particles typi- 
cally have ranges that are large com- 
pared to the thickness of the device. 
From Eq. 2 (with R > D), this ef- 
fectively halves the number of fails for 
thin devices, so one calculates the fail 
rate by using Eq. 6 and B from Fig. 7 and 
multiplies by 0.5. 

The proton nuclear reaction processes 
(Table 2, I-4 and 1-5) are calculated simi- 
larly to the neutron ones, by finding the 
minimum recoil energy corresponding to 
Qcrit of the device (Fig. 3), then using 
Figs. 5 and 6 for the two burst-generation 
curves, multiplying this by the proton 
flux (Fig. 1), integrating this product 
over all proton energies, and finally mul- 
tiplying by the device charge collection 
volume and the number of devices per 
chip. 

The muon capture interaction (I-10) is 
evaluated by finding the burst-generation 
value from Fig. 9 and multiplying this by 
the device collection volume and the 
number of devices per chip from Table 1. 

For the total error rate, we sum the re- 
spective columns. It should be noted that 
we have analyzed only one component 
of our three representative circuits, and 
Table 1 is only a partial indication of ex- 
pected error rates. 
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Variation of Error Rate with 

Altitude and Shielding 

There will be important variations of 
error rates with different cosmic-ray 
fluxes, such as those associated with 
changes in geomagnetic latitude, solar 
flares, altitude, and shielding. Altitude 
variation will be important because of 
the opportunity it provides for acceler- 
ated testing of device sensitivity to cos- 
mic rays. Shielding by concrete walls 
and ceilings will be a factor in test varia- 
tions in different locations. 

We chose to calculate error rates at al- 
titudes of 3 and 10 km because of the 
availability of detailed cosmic-ray flux 
data there. The primary fluxes are shown 
in Fig. 10 (except for electrons, for 
which we could find no data) and we 
used the procedures of the previous sec- 
tion. We found large changes in the total 
error rates from 3 to 10 km, with all inter- 
actions increasing. If these calculations 
were continued to higher altitudes, we 
would expect the muon effects to peak at 
about 15 km and then diminish as muon 
production from decaying mesons is re- 
duced. Then the proton interactions 
would probably dominate the error rates 
because of the large proton/neutron ra- 
tio. Finally, in space we are subject pri- 
marily to ionization wake effects from 
the solar wind (64). 

For the effects of shielding we consid- 
er only concrete; review articles are 
available for other materials (65, 66). For 
charged particles the attenuation with 

depth in concrete is rapid. We evaluated 
the change in flux with depth by in- 
tegrating stopping power curves for 
muons, protons, and electrons in con- 
crete (16, 49). The problem is more com- 
plex for the neutron flux because when 
high-energy neutrons hit nuclei they pro- 
duce secondary neutron cascades. How- 
ever, most secondaries have low 
energies, except for those produced by 
primaries with energies above 150 MeV, 
which is where the cosmic-ray flux falls 
rapidly. We use the cascade calculations 
of Patterson and Thomas (66) and Wal- 
lace (67) to produce the shielding curves 
(S in Eq. 6) for neutrons in concrete; our 
results are shown in Fig. 11. Muon cap- 
ture events are a special case because of 
the shape of the flux curve at sea level 
(Fig. 1). Both experiments (45, 48) and 
theory (47) show that the muon stopping 
in rock increases with depth down to 
several meters, where it is 20 percent 
higher than at sea level. These altitude 
and shielding results are summarized in 
Fig. 12. 

All devices are remarkably sensitive to 
altitude. For example, they would show 
an increase in the error rate by about a 
factor of 4 going from Los Angeles to Al- 
buquerque-an altitude increase of 2 
km. The CCD's have Qcrit levels low 
enough to be sensitive to muon ioniza- 
tion, so moderate shielding with con- 
crete has no effect. The d-RAM error 
rate descreases with the thickness of 
concrete shielding to levels below one 
error per 106 hours. 

Variations in Cosmic-Ray Flux 

The calculated error rates shown in 
Fig. 12 are for the average cosmic-ray 
flux, excluding bursts from solar events. 
Variations in flux are so large, however, 
that even circuits with very low error 
rates may have brief bursts of soft fails. 
For example, a large solar event on 12 
November 1960 produced peak fluxes of 
energetic particles (> 20 MeV) that were 
25,000 times the flux of galactic particles 
hitting the earth. The types of particles 
produced by solar events are somewhat 
different from the galactic flux, but more 
importantly, the energy distribution in a 
solar flux is steeper (fewer particles with 
energies above 1 GeV) than that in the 
galactic flux. So the sea-level flux from 
solar events is much smaller than the 
flux due to galactic particles. For the so- 
lar event mentioned above, the flux of 
neutrons with energies above 20 MeV at 
sea level may have increased by a factor 
of about 1.5 to 3 (68) and the error rate of 
circuits would have increased almost lin- 
early by the same amount. This event 
was the largest of the 1953 to 1964 solar 
cycle. 

To discuss the general nature of these 
solar bursts, we define a solar event as 
one that produces at the earth a proton 
flux exceeding 0.5 cm-2 sec-1 sr-' with 
energies above 20 MeV. Although these 
energy and intensity thresholds are arbi- 
trary, they give a reasonable separation 
of special high fluxes from normal recur- 
rent events not associated with solar 
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flares. Solar events occur at the frequen- 
cy of the solar cycle, which has maxi- 
ma at 11-year intervals (1958, 1969, 
1980, . . ). In quiet periods there may be 
fewer than three solar bursts per year, and 
when the sun is active there may be more 
than 20 per year. Primary particles with 
energies above 20 MeV of galactic origin 
have a constant flux of 108 cm-2 year-1, 
while those of solar origin vary from 105 
cm-2 year-' (quiet sun) to > 1010 cm-2 
year-1 (active sun). Usually, solar par- 
ticle events can be directly related to so- 
lar flares; however, there are some par- 
ticle flux events with no apparent flares, 
and many flares occur without significant 
particle fluxes. Particles with high 
enough energies to cause flux bursts at 
sea level generally occur only during the 
explosive initial phase of the flare (66) 
and last a few hours. The transit time to 
the earth is not much longer than the 
photon transit period since these parti- 
cles typically have velocities greater 
than two-tenths the speed of light, so on- 
ly several minutes separate the first x- 
rays and the following particles. A typi- 
cal particle burst lasts less than 1 hour, 
but the unusually large 1960 event above 
lasted 4 days for particles with energies 
above 500 MeV and 10 days for those 
with energies above 20 MeV (69). Be- 
cause solar particle events have been ob- 
served in detail only for two solar cycles, 
predictions of event occurrence rates 
and flux spectra would be very specula- 
tive. However, we believe that large so- 
lar bursts might produce errors in cur- 
rent computers at high altitudes, even 
in devices with critical charges of 106 
electrons, because of the very large 
increase in flux intensity. The concur- 
rence of solar bursts and soft-fail peaks 
can now be evaluated about 1 week 
later by referring to appropriate cosmic 
flux logs (70). 

Cosmic-Ray Considerations 

in Electronic Device Design 

In considering device sensitivity to 
cosmic rays, it must be recognized that 
there are steps in the error rate depen- 
dence on electronic device critical 
charge, Qcrit. These charge thresholds 
are directly related to nuclear reaction 
thresholds and peak ionization wake 
densities, as shown in Fig. 13. Increasing 
the Qcrit of a device above each threshold 
significantly decreases its sensitivity to 
cosmic rays. Our results show that most 
cosmic-ray particles can become signifi- 
cant, depending on device design and 
shielding. At high altitudes protons prob- 
ably dominate; near sea level the neu- 
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trons and muons become important, un- 
less the device is so sensitive that the 
electron ionization wakes can cause soft 
fails; and with thick concrete shielding 
the muons dominate. The following 
should be considered in making devices 
insensitive to these effects. 

1) The maximum charge density de- 
veloped by the ionization wake of pro- 
tons and muons is 30,000 e- per microm- 
eter of path length, and devices that are 
insensitive at this level have low error 
rates. The effective maximum density for 
electrons is about 1000 e- per microme- 
ter, because they cannot sustain a higher 
generation rate for even 1 g/m. 

2) The second major threshold is sen- 
sitivity to helium particles from nuclear 
reactions. These particles can generate 
70,000 e- per micrometer over paths of 
- 7 /tm at the end of their range, so de- 
vices that are insensitive at levels above 
500,000 electrons are very insensitive to 
cosmic rays. 

3) The orientation of small devices 
relative to the vertical probably does not 
affect error rates. For the low-energy 
particle interactions, ionization wakes 
and muon capture, the incident particles 
will be isotropic above the horizon. For 
nuclear reactions we must inspect the 
particle energy that creates the highest 
error rates. Both proton- and neutron-in- 
duced error rates peak for particle 
energies of 2 to 200 MeV. Such particles 
will be anisotropic, and most will be in- 
cident within solid angles of less than 1 sr 
about the vertical (7, 8). However, these 
particles penetrate many centimeters of 
matter and, to first order, their burst gen- 
eration depends on the active volume of 
the device, not on orientation. 

4) Orientation will affect long elec- 
tronic components such as bit lines, 

which may be 3 by 1000 ,um. Long com- 
ponents would be susceptible to the ioni- 
zation wake of higher energy particles 
(> 1 MeV) traveling longitudinally 
through the device. These particles have 
trajectories strongly oriented along the 
vertical, with a cosine distribution func- 
tion of cos"0, where 0 is the angle from 
the vertical, and n ranges from - 2 for 
muons to - 4 for protons. Long devices 
should be oriented horizontally for mini- 
mum susceptibility. 

5) Error correcting codes (ECC's) are 
standard circuits in most large comput- 
ers. These circuits use extra bits to test 
memory words for soft fails and correct 
them if they occur. As devices are made 
smaller, it may become necessary to use 
ECC's on smaller computers to ensure 
reliable operation. 

Conclusions 

We evaluated the effects of cosmic 
rays on three typical computer memory 
circuits and calculated their probable 
rates of soft fails. We analyzed only one 
component of each circuit, and our re- 
sults may differ from those observed 
with actual devices because of the ef- 
fects of duty cycle, operating voltage, 
silicon resistivity, and so on. The effects 
we find are marginally significant for cur- 
rent devices such as the 64K d-RAM, but 
will be important for future electronic 
circuits. Dramatic increases of soft fails 
are predicted at airplane altitudes, and 
this altitude effect can be used to acceler- 
ate the testing of devices for sensitivity 
to cosmic rays. Concrete shielding gives 
some improvement for special devices, 
but if the electronics are very sensitive to 
muon interactions (as are the CCD de- 
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vices), shielding will not affect error 
rates. 

It is difficult to comment on the accu- 
racy of the calculated error rates because 
of the unknown accuracy of the many in- 
put parameters. There are serious gaps 
in the fundamental understanding of var- 
ious interactions. We were unable to find 
any data on the flux of low-energy (0.001 
to 10 MeV) cosmic-ray protons and 
muons at sea level, and our estimates 
may be quite inaccurate for the inter- 
actions that depend on these fluxes. Few 
cross sections have been measured for 
nuclear reactions of 50- to 1000-MeV 
protons and neutrons on silicon. It is not 
clear how well nuclear evaporation theo- 
ry describes the production of (n, a) re- 
actions and the reactions that yield re- 
coiling energetic heavy nuclei. Finally, 
the critical charge for soft fails in elec- 
tronic circuits is not usually discussed in 
published articles and our estimates may 
be inaccurate. 

In spite of these uncertainties, data are 
available that can be used to put a lower 
limit on the fail rate induced by neu- 
trons-the dominant mechanism for de- 
vices such as the 64K d-RAM. Quenby 
et al. (11) give the number of nuclear dis- 
integrations (stars) induced by cosmic 
rays (mostly neutrons) in which 40 MeV 
or more energy is observed in the dis- 
integration fragments. This rate is 1.8 x 
10-5 g-~ sec-1 in air (9, figure 4); and 
when scaled to silicon this becomes 
1.5 x 10-5 g-1 sec-1 = 1.2 x 10-7 per 
cubic micrometer per 106 hours. This is 
half the rate calculated for (n,a) reac- 
tions (1-7). Thus, star production rates 
lead us to conclude directly, independent 
of detailed analyses of cross sections and 
fluxes, that for devices whose dominant 
failure mode results from neutron-induc- 
ed nuclear reactions, the fail rate given in 
Table 2 is not overestimated by more 
than a factor of 2. 
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