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centration approximated the field dosage 
of 2,4-D of 0.55 kg/ha. Then 2 weeks af- 
ter herbicide treatment each experimen- 
tal corn plant was infected with five first- 
instar corn borer larvae placed in the 
whorl of the plant. Mean weights of corn 
borer pupae obtained from larvae reared 
on corn treated with 5, 20, and 80 ppm of 
2,4-D were significantly (0.05 level) heav- 
ier than larvae reared on untreated corn 
(Table 1). Moths reared on plants receiv- 
ing 5, 20, and 80 ppm of 2,4-D on the av- 
erage produced more egg masses per fe- 
male than those reared on untreated 
plants (Table 1). 

Corn plants from the corn borer experi- 
ments were tested for total protein (3). 
Corn plants receiving 5, 20, and 80 ppm 
of 2,4-D contained significantly (0.01 lev- 
el) higher levels of protein than the un- 
treated plants and plants receiving 320 
ppm of 2,4-D (Table 2). The increased 
protein of the treated plants probably im- 
proved the nutrient content for the corn 
borers, corn leaf aphids, and the south- 
ern corn leaf blight pathogens (4). 

The impact of 2,4-D on the susceptibili- 
ty of corn to southern corn leaf blight 
was studied in other tests. Seven days af- 
ter planting, the corn was treated with 
2,4-D at 10, 20, 40, 100, and 200 ppm, 
and one group of plants was left un- 
treated. After 6 days the plants were 
spray-inoculated with 100 ml of a spore 
suspension standardized to 11,500 
spores per milliliter. Pathogen infection 
was determined by counting all lesions 
larger than 1 cm in length. Corn plants 
treated with 20, 40, 100, and 200 ppm of 
2,4-D had significantly more lesions 
(greater than I cm in length) than the un- 
treated plants and the plants with the 
lowest dosage of 2,4-D (10 ppm) (Table 
3). 

The results of this investigation dem- 
onstrate that increased risks of attack by 
insects and disease on corn may result 
from herbicide treatments. Additional 
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studies are needed on other crop plants 
on which herbicides are used to deter- 
mine the potential impact herbicides are 
having on plant protection programs. 
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Brainstem Neurons Without Spontaneous Unit Discharge 

Abstract. A new class of single neurons showing no spontaneous activity in wak- 

ing, rapid eye movement sleep, and slow-wave sleep. was found in the brainstem of 
unrestrained cats. Systematic testing showed that these cells discharge only in re- 

sponse to specific stimuli and remain silent for as long as 40 minutes in the absence 
of stimulation. Silent cells were widely distributed in the pons and midbrain and con- 
stituted a major percentage of observed neurons. The economy of discharge shown 

by these cells contrasts with the spontaneous activity of virtually all other neurons 
that have been observed in the brains of unrestrained animals and suggests the wide- 
spread existence of specialized neural systems that show only phasic activity. 
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Single neurons recorded in unanes- 
thetized unrestrained animals have 
generally been found to exhibit "spon- 
taneous" unit discharge in waking that 

persists and is frequently augmented 
during the stages of sleep (1). This 
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recurrent discharge occurs in the ab- 
sence of observable fluctuations in either 
sensory stimulation or motor activity. 
The existence of spontaneous activity in 
the neurons of behaving animals has 
been assumed in most theoretical formu- 
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Table 1. Average durations, in seconds, of the longest silent period observed in cells that are 
not spontaneously active (NSA) and in midbrain raphe and pontine FTG cells, recorded under 
the same conditions, during waking, slow-wave sleep (SWS), and rapid eye movement (REM) 
sleep ? the standard error of the means. The fourth line gives the average duration of the wak- 

ing and sleep states during which the NSA units were observed. 

Duration (seconds) 
Cells _____________________________ 
(No.) Waking SWS REM sleep 

NSA 27 166.8 + 19.6 383.4 ? 57.9 321.4 ? 39.4 
Midbrain raphe 10 5.8 + 2.0 16.5 ? 3.3 44.1 - 7.5 
Pontine FTG 10 48.0 - 8.1 91.2 ? 20.3 21.4 + 8.7 

Duration of state 27 179.4 ? 20.0 428.2 ? 58.7 480.0 ? 40.3 
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lations of brain function (2, 3). In the 
course of recording brainstem units in un- 
restrained cats, we discovered a group of 
phasically active neuronal units that did 
not exhibit spontaneous activity in either 
waking or sleep. Further investigation re- 
vealed that such units were relatively 
common in a large region of the brain- 
stem. 

We located neurons that were not 
spontaneously active (NSA cells) by ap- 
plying systematic sensory stimulation 
while advancing microwire electrodes in 
search of unit activity. The 32-/,m micro- 
wires were grouped in bundles of seven, 
attached to mechanical microdrives, and 
positioned in pontine or midbrain teg- 
mental sites (4) in eight female cats. 
Macroelectrodes were also implanted, 
and records were scored for sleep state 
according to standard criteria (5). During 
recording the cats were entirely unre- 
strained in a shielded cubicle. Only units 
with signal-to-noise ratios greater than 
4: 1, good isolation from other units, and 
stable spike amplitudes were studied. To 
ensure that recordings were stable, we 
measured spike amplitude and wave- 
shape at the beginning and end of each re- 
cording period. All cells were recorded 
for at least one complete sleep cycle 
[waking, slow-wave sleep, rapid eye 
movement (REM) sleep, waking]. 

Of the 104 cells recorded, 27 were clas- 
sified as NSA neurons, defined as those 
cells which (i) showed no activity when 
not appropriately stimulated during wak- 
ing and (ii) remained silent for intervals 
exceeding 60 seconds during both REM 
and slow-wave sleep (Table 1). For com- 
parison, Table 1 also includes measure- 
ments on two other groups of neurons. 
The first group consists of ten dorsal 
raphe neurons, a cell type whose slow 
discharge during REM sleep has been 
emphasized (6). The second group con- 
sists of ten units in the pontine giganto- 
cellular tegmental field (FTG), a cell type 
whose slow discharge during waking and 
slow-wave sleep has been stressed (7). 
The NSA units show considerably longer 
silent periods than either of these cell 
types. Five of the NSA cells exhibited si- 
lent periods that extended over two or 
more slow-wave and REM sleep cycles 
and lasted up to 43 minutes without a 
single spike discharge. Those NSA cells 
with shorter silent periods typically had 
successive silences separated by a single 
spike discharge. 

When activated by appropriate stimu- 
li, the cells discharged at rates exceeding 
50 spikes per second (Fig. 1). With con- 
tinuous stimulation, spike trains lasting 
more than 90 seconds were observed. A 
detailed analysis of the correlates of dis- 
16 JULY 1976 

charge was made in ten of the pontine 
NSA cells (8). Five responded only to 
vestibular stimuli, four only to somato- 
sensory stimuli, and one responded only 
during tongue extension. Seven of the 
ten cells showed rapid habituation if 
their adequate stimuli were repeated. 
The heterogeneity of response correlates 
and the anatomical distribution of NSA 
cells suggest that they are not constitu- 
ents of a single neural network. 

Virtually all neurons described pre- 

viously showed considerable activity dur- 
ing sleep (1). The nearly complete lack of 
spontaneous discharge during sleep by 
the NSA cells is unique. In two cases, so- 
matosensory NSA units were activated 
during sleep when their receptive fields 
were in contact with a part of the cat's 
litter box. This observation suggests that 
the total lack of tonic sleep activity in 
NSA cells is a passive consequence of re- 
duced stimulation. Thus, while the reduc- 
tion in the activity of the NSA units dur- 
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Fig. 1. Activity of a representative NSA unit during waking and sleep. During waking, when 
the proper stimulus is present, the cell discharges in sustained high-frequency bursts. During 
waking without stimulation, slow-wave sleep, and REM sleep, the unit is silent. Abbreviations: 
EEG, electroencephalogram; EOG, electrooculogram; LGN, lateral geniculate nucleus; and 
EMG, electromyogram. The unit channel displays the pulse output of a window discriminator. 
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Fig. 2. Unit activity before and after a 23-minute silent period. Note the stability of spike 
amplitude and waveshape. The low-speed tracings are computer plots of digitized data. 
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ing sleep is consistent with the occur- 
rence of a recuperative process in this 
group of neurons (9), the lack of dis- 
charge during sleep seems to result from 
the behavioral inactivity imposed by 
sleep, rather than some specific neural in- 
hibitory process. 

One might hypothesize that the ex- 
tended silences resulted from electrode 
movement that caused loss of unit re- 
cording. We can reject this hypothesis. 
(i) Our recording technique allowed 
stable recording for extended periods 
of time in a variety of brainstem areas 
(10). (ii) In every case, the NSA' unit 
spike trains were recorded both before 
and after silent periods (Fig. 2). In 12 
of these neurons, continuous record- 
ings lasting more than 8 hours and includ- 
ing several sleep-waking cycles were ob- 
tained. Spike waveshape, signal-to-noise 
ratio, discharge patterns, and the unique 
behavioral correlates of discharge were 
always stable throughout the period of 
observation. (iii) All of the NSA units 
had large signal-to-noise ratios and 
stable spike amplitudes. In no case was a 
change in spike amplitude observed at 
the beginning or end of a silent period. 

We have encountered these cells in his- 
tologically verified sites in midbrain re- 
gions (AP 1.0 to 3.0, ML 0.0 to 0.2, DV 
-0.8 to -3.2) and in the pontine reticular 
formation (AP 3.0 to 8.0, ML 1.0 to 2.8, 
DV -3.6 to -7.0). After we were alerted 
to the existence of NSA cells, about 30 
percent of the cells that were encoun- 
tered were of this type. However, the 
percentage of these cells in the brain is 
difficult to estimate accurately. Many of 
the cells fired only in sporadic bursts and 
could easily have been overlooked. Cells 
with more subtle sensory or motor corre- 
lates would not have been activated by 
our simple stimuli. Furthermore, the 
concentration of NSA units may not be 
the same in all brain regions, although 
the frequencies of encounter in the mid- 
brain and pontine regions did not differ. 

It was necessary to apply systematic 
stimulation while exploring for unit activ- 
ity in order to find NSA neurons. If this 
were done in other brain areas, other 
types of NSA units might be found. 
Adams (11) found four otherwise silent 
cells in the midbrain that were selective- 
ly activated during elicited affective be- 
havior, although he did not make sleep 
recordings. 

The existence of NSA cells has been 
predicted in work by Vladimirova et al. 
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The existence of NSA cells has been 
predicted in work by Vladimirova et al. 
(12), who calculated, on the basis of his- 
tological and electrical field analysis, 
that fewer than 5 percent of the neurons 
within range of their cortical micro- 
electrodes showed spontaneous activity. 
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These findings, coupled with the results 
reported here, suggest that NSA cells 
constitute a large proportion of neurons 
in the brain. 

The idea that neurons are sponta- 
neously active is incorporated in a wide 
range of theories of brain function (2). 
The brain's information processing has 
been conceptualized as a system for ex- 
tracting signals from the background 
noise of spontaneous activity (3). The 
existence of large numbers of NSA neu- 
rons allows alternative formulations of 
these theories. The specificity of dis- 
charge in these neurons suggests the exis- 
tence of specialized neural systems oper- 
ating phasically in relation to specific sen- 
sory or motor events. Such systems 
might have considerably less ambiguity 
in their output than systems solely em- 
ploying neurons with high levels of spon- 
taneous activity. 
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noise of spontaneous activity (3). The 
existence of large numbers of NSA neu- 
rons allows alternative formulations of 
these theories. The specificity of dis- 
charge in these neurons suggests the exis- 
tence of specialized neural systems oper- 
ating phasically in relation to specific sen- 
sory or motor events. Such systems 
might have considerably less ambiguity 
in their output than systems solely em- 
ploying neurons with high levels of spon- 
taneous activity. 
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Memory: Proline Induces Retrograde Amnesia in Chicks 

Abstract. Intracerebral injection of L-proline, I minute after one-trial avoidance 

training of chicks, impaired memory 24 hours later. Chicks injected with proline 1 or 
4 hours after training and controls injected with L-isoleucine at intervals after train- 

ing, showed no impairment of memory 24 hours after training. The retrograde impair- 
ment of long-term memory induced by proline occurred without the convulsions or 

electrographic events usually associated with retrograde amnesic treatments. 
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The formation of long-term memory 
has been assumed to include one or more 
time-dependent steps. Interference with 
early steps produces a selective loss of 
recent memory, called retrograde am- 
nesia (1). The treatments commonly 
used to induce experimental retrograde 
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as electroconvulsive shock (ECS), chem- 
oconvulsants, anesthetics, and protein 
synthesis inhibitors, which have multiple 
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would be desirable for tracing the dis- 
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