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There is a great ferment these days 
in the science community because of 
cutbacks in research funds and changes 
in the ways federal agencies do busi- 
ness. As federal agencies, following 
Etzioni's advice (1), began to shift 
funds away from basic research and 
proposals initiated by scientists outside 
of government to agency-directed stud- 
ies of a very applied character, peer 
review came under a cloud. The ques- 
tion was raised whether peer review 
was an effective method of judging the 
scientific relevance and quality of re- 
search. This apparent insult to the rep- 
utation of peer review provoked a 
sharp reaction from the science com- 
munity (2). And while the debate con- 
tinues inside and outside of govern- 
ment, little has been done to document 
the strengths and weaknesses of peer 
review as a process leading to value 
judgments about the relative worth of 
investigations purporting to yield ob- 
jective knowledge about the "state of 
the world." Arguments back and forth 
tend to get confounded with the issue 
of procurement by grant versus con- 
tract. Protagonists of contracts without 
peer review argue that the science com- 
munity is insensitive to the applied re- 
search needs of agencies now impeded 
from achievement of their missions be- 
cause of the lack of elementary know- 
how. "Robin Hooding," they claim, 
turns many grants for applied research 
toward the more basic research prefer- 
ences of scientists. Those favoring 
grants and peer review counter with 
the argument that contracts receive less 
rigorous scrutiny than grants under the 
system of peer review and thus give 
the public less value for its money. 
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It is unfortunate that the debate has 
become confused with arguments over 
preferred methods for procuring re- 
search-basic or applied. What is im- 
portant are the criteria for judging re- 
search, especially those criteria relating 
to methodological adequacy. No matter 
how relevant is the research to govern- 
ment policy, it cannot provide answers 
unless it is properly designed and exe- 
cuted. There is mounting criticism 
about flaws in investigations concerned 
with major policy issues, such as the 
effects of psychotherapy (3), social 
work intervention (4), compensatory 
education (5), performance contract- 
ing (6), busing (7), and the effective- 
ness of schooling in general (8). 

This occurs at a time when the 
amount of untested theory and infor- 
mation competing for the attention of 
policy-makers boggles the mind. In a 
period of noticeably diminishing re- 
sources, the nation can ill afford trial- 
and-error approaches to the solution 
of social problems. It seems not only 
wasteful but irresponsible to continue 
attacking problems by mounting long 
series of "demonstrations," each pro- 
claiming self-prophesied "success." 
These and other studies that mislead 
because of error in design, procedure, 
or inference are a menace to policy- 
makers and the commonweal. 

In this article I discuss several issues 
which influence deliberations leading 
to value judgments about the worth of 
applied studies, especially "policy" or 
"evaluative" research. In theory, ad- 
ministrators and policy-makers rely 
upon the products of these investiga- 
tions to make choices among alterna- 
tive courses of action. Such investiga- 
tions are supposed to reduce the policy- 
maker's uncertainty about specific pol- 
icy choices-the consequences of past 
choices or those about to be made in 

order to affect the future. I shall pre- 
sent empirical evidence concerning the 
strengths and weaknesses of several 
variants of peer review as methods for 
judging, in terms of the factors that 
influence internal and external validity, 
the scientific relevance and quality of 
applied social research. 

I maintain that peer review needs 
strengthening in two ways. First, the 
use of formal standards and associated 
reproducible measures of methodologi- 
cal adequacy would guide review 
panels in their deliberations and make 
explicit the grounds for judgment. Sec- 
ond, if, in addition to reviewing project 
proposals and appraising the progress 
of projects being considered for refund- 
ing, peers were to evaluate completed 
research, it would be easier for them 
to determine whether research being 
funded was answering specific ques- 
tions. In this way, peer review would 
assist potential users of the research 
results, including the administrators 
and policy-makers who authorized 
funding in the first place, in making 
their decisions on how the results 
should be used. Peer review which 
stops short of final assessment of the 
research product-letting the "buyer 
beware"-seems wanting. 

Uses of Research and 

Development Funds 

The uses to which research and de- 
velopment (R&D) funds are put cre- 
ates some ambiguity and confusion 
when an effort is made to apply explicit 
evaluative criteria for determining the 
worth of specific projects. Funds allo- 
cated by Congress for R&D purposes 
are frequently used by agencies not 
only for generating knowledge, but also 
for subsidizing the services of their 
clientele and for seeking the influence 
and support of important constituen- 
cies. To quote Orlans, ". .. social re- 
search is not and . . . cannot be strictly 
apolitical, so its use or nonuse by gov- 
ernment officials cannot be understood 
satisfactorily in apolitical terms" (9). 
R&D funds are used to play several 
kinds of politics: personal, professional, 
tactical, and party. Almost conspira- 
torially, Orlans observes (9, p. 32): 

That personal considerations influence the 
award of funds, the appointment of con- 
sultants, and the degree to which advice is 
not only heard but heeded is known by all 
but confessed by few during their active 
careers, since these matters are supposed to 
be decided solely on professional merit. 
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By identifying the political issue we 
can channel discussion of appropriate 
evaluative criteria to the knowledge- 
building function of the R&D enter- 
prise. Criteria for evaluating political 
utilities are obviously different. 

What characterizes policy-oriented 
research is the quest for cause-effect 
relationships. This is as true for simple 
case studies as it is for more compli- 
cated analyses of time-series, descrip- 
tions of correlations among variables 
in one-time surveys, or direct manipu- 
lation of stimuli in experiments. What 
were, are, or will be the, effects of 
specific policies or interventions? On 
whom, by whom, where, when, and 
how? Investigators fully cognizant of 
the limitations of their descriptive stud- 
ies usually cannot avoid their own 
recourse at some point to interpreta- 
tions that ultimately depend upon 
causal inferences. The requirements of 
producing a final report, the formal 
thinking processes of the investigator, 
and the expectations of the readership 
conspire to force causal interpretations. 

In view of this discussion the cri- 
teria for judging the performance of 
peer review as an objective evaluative 
procedure seem clear. Peer review must 
(i) apply the standards of the scientific 
method in reaching decisions about the 
methodological adequacy of research 
projects in relation to the questions 
they propose to answer, and (ii) 
eschew political agendas and biases of 
every kind. 

Threats to Inference 

Determining whether knowledge- 
building R&D projects are capable of 
answering the questions they propose 
to answer is the proper sphere for peer 
review. Methodologies and the degree 
to which they are implemented ulti- 
mately define the probabilities that 
specific questions have been answered. 
Alternative study designs can be as- 
sessed in terms of the factors they in- 
troduce to threaten the internal and 
external validity of findings. Internal 
validity is concerned with the question, 
"Did conditions (policies) of the ex- 
periment significantly affect the re- 
sults?" External validity asks an 
additional question, "In what other 
situations would the same policies have 
the same results?" (10). 

These threats to validity also qualify 
the inferences that may be drawn from 
nonexperimental investigations, such as 
cross-sectional surveys, and longitudi- 
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nal and panel studies. Contrary to the 
beliefs of some social scientists, the 
same logic that is used in the labora- 
tory can be used to assess the validity 
of field studies. Campbell has argued 
convincingly on this point (11). 

It is possible, in fact, to classify most 
of the literature dealing with method- 
ology by reference to the specific threat 
or threats to validity either addressed 
or neglected by application of given 
techniques. Sampling theory (12), mea- 
surement of reliability and test struc- 
tures (13), and significance testing 
(14) all relate to instability as a threat 
to internal validity i[see (10)]. Sampling 
theory is also concerned with threats 
stemming from selection biases of vari- 
ous types as well as with -threats to 
valid generalization. Studies of several 
classes of response sets, including "yea- 
saying," "nay-saying," and the social 
desirability response set, challenge cer- 
tain types of instrumentation and the 
interpretability of resulting measure- 
ment (15). Not only has optimal re- 
search design been defined, but so have 
the consequences of deviating from 
normative procedure (16); and sub- 
stantial errors of practice are known 
(16) that permit incorrect inferences, 
or produce basic threats to the scien- 
tific principle of intersubjectivity: the 
requirement that independent observers 
be able to perform identical procedures 
on the same empirical phenomena and 
thereby arrive at identical results (17). 
Monte Carlo and other simulation 
methods have been used to demonstrate 
common errors of inference associated 
with certain research designs and pro- 
cedures (5). 

The science community does an un- 
systematic job of applying what is 
known to the evaluation of studies 
whose authors seek publication-with 
some amount of slippage occurring as 
a result (18). Peer review is respon- 
sible for some portion of the compro- 
mised studies being conducted in the 
first place; the rest undoubtedly gets 
funded as a result of flawed contract- 
ing procedures, or the political process 
which enables agencies, public and pri- 
vate, controlling access to the informa- 
tion needed by the investigator to throw 
up barriers to successful execution of 
study designs. 

Recent reports document the magni- 
tude of the problem. Bernstein et al. 
discovered that only 10 percent of 
152 comprehensive evaluation projects 
funded by agencies of the federal gov- 
ernment in fiscal year 1970 met 
minimum scientific standards (19). 

Minnesota Systems Research found, in 
a probability sample of 179 of 532 
projects considered by staff of the re- 
sponsible funding agency to have at 
least some research component, that 
only 6.7 percent were completely able 
to achieve their stated objectives; an- 
other 34.1 percent were judged to hold 
reasonable promise of doing so in face 
of time, resource, or study constraints 
beyond the investigator's control (20). 
To use a homely analogy, more than 90 
percent of the eggs are getting broken 
between the hen house and the store, 
but the carriers are not to blame for 
nearly three-eighths of the breakage! 

Effectiveness of Peer Review 

The Department of Health, Educa- 
tion, and Welfare recently asked Min- 
nesota Systems Research to study the 
effectiveness of four versions of the 
single panel peer review (SPPR) 
method in terms of the ability of senior 
scientists to discriminate among proj- 
ects of varying methodological ade- 
quacy (21).,Fifteen judges were asked 
to rate six projects, first, on 67 dimen- 
sions of research methodology and, 
second, with respect to their overall 
excellence. The judges reached their 
conclusions after reviewing project pro- 
posals, progress reports and, in some 
instances, after meeting with the prin- 
cipal investigators. The dimensions 
rated encompassed such matters as: 

1) Design. The logic of the re- 
search; conceptualization; kinds of con- 
trasts set up; appropriateness of as- 
sumptions, definitions, and the use of 
literature; and overall technical struc- 
ture of the project. 

2) Sampling. The way cases were 
selected; definition of the research case, 
population, and sample; handling of 
concerns about representativeness and 
generalizability of findings; and ran- 
domization. 

3) Statistics. The selection, appro- 
priateness, use, and interpretation of 
statistics, both descriptive and inferen- 
tial; explanation of the statistics used; 
avoidance of artifactual distortions; 
and use of controls. 

4) Checking. The handling of valid- 
ity and reliability issues; examination 
for biases; pretesting of procedures and 
instruments; care and workmanship in 
handling data and analysis; and dis- 
cussion of assumptions. 

5) Reporting. Presentation of pre- 
liminary findings and progress of the 
research; readability of interim reports; 
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discussion of implications; inclusion of 
all data relevant to points of discussion; 
and objectivity. 

Four versions of the SPPR method 
were evaluated. They were defined by 
combining and permuting two factors: 
(i) whether or not panel members pre- 
rated and preranked projects at home 
before meeting as a panel and (ii) 
whether or not they met as a panel 
with the principal investigator in Wash- 
ington, D.C., to receive a briefing and 
ask questions about the currenit status 
and future plans of each project. All 
panels but one consisted of four mem- 
bers randomly drawn from a master 
list of senior scientists, stratified by ref- 
erence to their previously rated tend- 
ency on a single benchmark project to 
give harsh versus lenient assessment of 
overall research quality (22). Thus, the 
design of this evaluation makes it pos- 
sible by means of analysis of variance 
to discern the effectiveness of the 
SPPR method in terms of four main 
effects and their interactions. The sta- 
tistical model for the analysis of vari- 
ance can be expressed for the specific 
score, y, of an individual project, as 
follows: 

Yijkl = " + ai + 3j + 7k + 81 + eijki 

where ,/ is the overall mean, ai is the 
effect due to the panel member meeting 
grantee, /3j is the effect due to the panel 
member having prerated the project at 
home, Yk is the effect due to project 
differences, 81 is the effect due to judge 
strictness, and Eijkl represents the resid- 
ual error (23). 

It is important to note that none of 
the four versions of the SPPR method 
evaluated here exactly fits the descrip- 
tion of ordinary peer review as con- 
ducted by agencies funding research. 
First, agencies do not use the randomi- 
zation principle as the basis for select- 
ing peer review panels from some pre- 
defined group of experts. The resultant 
agency panels, therefore, are subject to 
many biases which stem from the 
political process leading "to their crea- 
tion. Second, ordinary peer review is 
not tightly constrained to address sys- 
tematically the many methodological 
issues that various types of research 
can raise by a structure, process, or set 
of instruments comparable to those 
employed in this evaluation. Instead of 
exact scores, panel judgments typically 
take the form of written commentary 
by individual panelists and a gross 
ranking of project proposals or prog- 
ress reports according to merit or prior- 
ity for funding, or both. Third, ordi- 
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Table 1. Mean global and mean composite 
scores given to six projects by judges asked to 
rate their methodological adequacy. Prior scor- 
ing of a single benchmark project by judges 
resulted in their assignment to a strictness 
level: 1, far better than average; 2, somewhat 
better than average; 3, about average; 4 or 5, 
somewhat below or far below average [adapt- 
ed from (21), pp. 11 and 16]. 

Mean 

Item global composite assessment c ite 
s core score 

Meeting with 2.68 3.07 
grantee 

Meeting without 3.52 2.51 
grantee 

Prior rating 3.06 2.84 
No prior rating 3.14 2.73 

Project: 
201 1.81 3.60 
202 3.37 2.80 
203 3.0 2.87 
204 3.56 2.49 
205 4.68 1.78 
206 2.18 3.19 

Judge strictness 
level 

1 (lenient) 3.08 2.90 
2 3.12 2.72 
3 2.95 2.70 
4 or 5 (strict) 3.25 2.83 

nary peer review makes use of site 
visits, when needed, to obtain supple- 
mentary information about projects 
under review instead of having tightly 
controlled briefing sessions with prin- 
cipal investigators. 

With the foregoing differences being 
kept in mind, ordinary peer review can 
be described as that version of the 
SPPR method which permits panel 
members to study project materials be- 
fore they meet as a panel and which 
may or may not permit panel members 
access to the principal investigator for 
supplementary information. Site visits 
to obtain supplementary information 
are not always considered necessary. 
It seems reasonable to assume that, in 
the context of this evaluation of peer 
review, a meeting with the grantee dur- 
ing a briefing session is a good substi- 
tute for a site visit. Any biases develop- 
ing as a result of meeting principal 
investigators would probably be more 
pronounced under the less controlled 
conditions of a site visit. By evaluating 
the effectiveness of the SPPR method 
under controlled conditions, it might 
be possible to establish the limits of 
peer review as ordinarily conducted. 
Ordinary peer review, subject as it is 
to many more extraneous influences, 
probably allows greater error and ex- 
plains less variance among ratings and 
raters in relation to methodological is- 

sues than the variants of the SPPR 
method investigated here. 

In presenting results, two methods 
for obtaining judgments about research 
quality are contrasted: (i) the single 
global assessment versus (ii) a com- 
posite judgment based upon separate 
ratings of 67 methodological issues. To 
reach a global assessment, judges were 
asked to rate each of six projects on a 
five-point scale ranging from 1 "far 
better than average" to 5 "far below 
average," after considering the current 
state of research in the areas and set- 
tings addressed by the project. In con- 
trast, the total composite score for each 
project is the unweighted sum of the 
separate ratings, reversed so that 1 
means, "largely unacceptable, major 
errors, flaws" and 5 is for "acceptable, 
far above average," for as many of the 
67 methodological issues as the judge 
considered relevant in forming an opin- 
ion. Judges thus weighed not only ac- 
ceptable methodologies and current 
constraints for the type of research 
being evaluated, but also the applica- 
bility of each of the 67 methodological 
considerations as (i) important to in- 
clude, (ii) optional but relevant as a 
possible alternative procedure, or (iii) 
irrelevant. Two nonresponse categories, 
consistent with this rating system, were 
also available: N, "research does not 
have this feature or characteristic" and 
U, "unable to tell, insufficient infor- 
mation." 

Projects which did not have method- 
ological features considered by judges 
as important to include were rated for 
the specific features involved according 
to the system for obtaining total com- 
posite scores. Absent but optional fea- 
tures, as well as important issues about 
which information was insufficient, 
were not scored, thus always giving the 
benefit of the doubt. Finally, because 
of reversed meanings ascribed to high 
and low values under the two methods 
for obtaining judgment, high global 
assessments convey below average qual- 
ity in contrast to above average for 
high composite scores. 

As shown in Tables 1 and 2, project 
differences and meeting the grantee by 
themselves had statistically significant 
effects (.P <.001) in single global as- 
sessments of research quality. The in- 
teraction between the effects of meeting 
the grantee ai and project differences 
Ykl was also statistically significant (P < 
.05). The average ratings given to the 
projects covered much of the possible 
range and clearly discriminated among 
projects. Judges who had met principal 
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investigators tended to rate projects 
more favorably than those who had not. 
There was also a significant interaction 
effect (P < .05) due to judges meeting 
grantees for specific projects. Prior 
rating of projects and judge strictness 
did not have statistically significant ef- 
fects. 

As Tables 1 and 3 indicate, compos- 
ite scores which take all 67 method- 
ological considerations into account 
again show that project differences and 
meeting the grantee had statistically 
significant effects (P < .001), and so at 
a lesser level (P < .05) did the inter- 
actions of (i) meeting the grantee ca 
and project differences Yk, (ii) meeting 
the grantee ai and judge strictness 81, 
and (iii) prior rating ij and project dif- 
ferences yk. As with global assessments, 
judges who had met principal investi- 
gators tended to rate projects more 
favorably than those who had not. 

All the interaction effects are easily 
explained. Each project had a different 
principal investigator. Consequently, 
the presentation of both oral and 
written materials differed in style as 
well as content. It is reasonable to ex- 
pect the manner and personality of 
given principal investigators to strike 
judges in different ways. Apparently 
the impressions gained from prior rat- 
ing of some projects are sufficiently 
salient to carry over and affect final 
judgments. 

In view of these findings, how effec- 
tive is the SPPR method as a means of 
judging the quality of applied social 
research? That approximately 44 per- 
cent of possible variance in both global 
assessments and composite scores can 
be explained by project differences im- 
plies a verdict of "moderate" to even 
"considerable" effectiveness. Seldom 
does the main predictor in social re- 
search account for more than this 
amount of total variance. On the other 
hand, the verdict becomes clouded 
when consideration is given to the fact 
that another 13 percent of the variance 
in global assessments and 20 percent 
in composite scores can be explained 
by statistically significant biasing fac- 
tors. 

But why qualify the power of the 
SPPR method when it would be more 
diplomatic and in line with conven- 
tional wisdom to gloss over possible 
weaknesses while emphasizing its vir- 
tues? Besides, the results of this experi- 
ment must be considered tentative until 
replicated. Clearly, the panelists were 
able to discriminate among the six 
projects and, regardless of underlying 
13 SEPTEMBER 1974 

Table 2. The global assessment score [adapted from (21), p. 11]. 

rces of Degrees Sums n Variance Sources of Mean explained 
variation frof squares explaine variation freedom squares squares(23) (%) 

Meeting grantee (a) 1 16.67 16.67 22.52* 8.64 
Prior rating (p) 1 0.17 0.17 0.23 0.0 
Project (,) 5 84.96 16.99 22.96* 44.06 
Judge strictness (a) 3 1.04 0.35 0.47 0.0 
Interaction effects 

ap 1 0.02 0.02 0.05 0'0 
a-y 5 11.29 2.26 3.05t 4.12 
aS 3 3.08 1.03 1.39 0.47 
Py 5 5.56 1.11 1.50 1.01 
p,8 3 1.57 0.52 0.70 0.0 
75 15 16.98 1.13 1.53 3.17 

Total interaction 32 38.50 
Residual error 53 39.62 0.74 38.53 
Total 95 180.96 100.00 
* P<.001. t P<.05. 

differences of opinion, rank them ac- sets of standards, would want to be 
cording to their methodological ade- judged by a harsher set? Why not shop 
quacy (24). What more could a fund- around for the easiest "touch" when 
ing agency desire than knowledge that systematic differences in standards 
the experts it convened to evaluate a among agencies are discernible and 
batch of projects had reached agree- there is a choice? 
ment on their overall worth? In sim- Second, the observed behavior of 
plistic terms, all that remains for the panelists who assume the role of "sub- 
agency to do is to allocate funds to stantive expert" to apologize on the 
the projects according to their rank grounds of field constraints for method- 
until the available funds are exhausted. ological inadequacies tends to soften 
Later, it can use the same procedure the judgments of other panel members 
to reappraise projects subject to refund- (21, p. 34). The tendency is reinforced 
ing decisions. to the extent that panelists receive in- 

Logic and evidence suggest that the structions or agree among themselves 
type of peer review which only yields to permit "current constraints" to in- 
graded batches of projects is not suffi- fluence their judgments. Past mistakes 
cient. First, how can one panel's judg- can thus become the rationalized stan- 
ments be compared to another's unless dard for future practice instead of 
both adhere to the same standards and methodologies to protect against threats 
deliberative process? The agency whose to internal and external validity. It 
funding policy calls for support of Itop- might be possible to correct for this 
ranking projects which qualify in terms consensual biasing effect by requiring 
of some panel's rating and the agency's panelists to explain and defend their 
test of "relevance" is by no means as- ratings of methodological adequacy in 
sured that its investment will bring any- an adversary process. Ratings thus 
thing near equal quality (25). Further- anchored could facilitate comparison 
more, who, when faced with different of the meanings ascribed to ratings by 

Table 3. The composite score [adapted from (21), p. 16]. 

Sources of Degrees Sums Mean Variance 
of of F eipl,ained variation Of of 

squares 
F e^qlaind variation freedom sq squares ua(23) (%) 

Meeting grantee (a) 1 7.61 7.61 32.23* 11.06 
Prior rating (p) 1 0.29 0.29 1.21 0.07 
Project (y) 5 30.81 6.16 26.09* 44.44 
Judge strictness (5) 3 0.65 0.22 0.92 0.0 
Interaction effects 

Caf 1 0.09 0.09 0.37 0.0 
ay 5 3.28 0.66 2.78t 3.15 
aS 3 2.06 0.69 2.90t 2.02 
By 5 3.86 0:77 3.26t 4.01 
pi 3 1.54 0.51 2.17 1.24 
y8 15 3.48 0.23 0.98 0.0 

Total interaction 32 14.30 
Residual error 53 12.52 0.24 34.01 
Total 95 66.17 100.00 
* P <.001 t P <.05. 
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different judges either on the same or 
different panels. In time, development 
along these lines might lead to stan- 
dardized rating scales suitable for 
adoption by the peer review panels of 
all agencies funding applied social re- 
search. 

Last, the findings, cited above, of 
Bernstein et al. (19) and Minnesota 
Systems Research (20) reinforce the 
conclusion that peer review and other 
"batch" assessment practices need but- 
tressing as a means of quality control. 
It is disturbing to learn that only 10 
percent of projects meet minimum sci- 
entific standards or completely achieve 
their objectives. But realization that 51 
percent of projects-if representative 
of what happened to the approximately 
$45 to $50 million spent for evaluation 
research in fiscal year 1970 by federal 
agencies-fell below 4.24 on a seven- 
point scale of methodological ade- 
quacy (where "6" stood for the mini- 
mum standard) provokes outrage and 
demands strong corrective action (19, 
pp. 4 and 72). 

A New Quality Control System 

How can we improve the present 
system for quality control if peer re- 
view by itself cannot do the job? It 
seems clear that any new system will 
have to gain the acceptance of the sci- 
ence community if it is to succeed. It 
must be objective, fair, and governed 
by due process. Otherwise, the system 
will be viewed as a tool of special in- 
terests wishing to suppress the free 
spirit of scientific inquiry and, if spon- 
sored by government, boycotted as an 
instrument of censorship and state con- 
trol. Responsibility for designing and 
developing a new system, therefore, 
should be lodged in an organization 
which has the sanction and support of 
both the science community and gov- 
ernment. Needless to say, this organi- 
zation and any organizations assuming 
responsibility for administering the sys- 
tem will have to guard against possible 
infiltration by persons in the science 
community, industry, or government 
who may on occasion have an interest 
in "rigging the jury" (26). 

Implementation of the new system 
will require one or more organizations 
with broad scanning opportunities and 
knowledge of persons of scientific rep- 
utation so that the appropriate exper- 
tise can be drawn to the task of review- 
ing a wide spectrum of research. To 
assure that experts are consistent in 
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identifying both the strengths and 
weaknesses of projects under review, 
it may be desirable to assemble panels 
consisting of both substantive and 
methodological experts and have them 
operate as adversaries. The principle 
governing resolution of differences of 
opinion should be robust: the mere 
possibility of some alternative explana- 
tion of fundings will not suffice-only 
plausible rival hypotheses will be con- 
sidered invalidating. 

The system will have to provide 
some means for uncontaminated com- 
munication between panels of experts 
evaluating specific projects and the 
principal investigators of those projects. 
Interim and final reports seldom con- 
tain sufficient information concerning 
methodologies and procedures to allow 
"cookbook" replication. Resolution of 
ambiguities may require access to origi- 
nal data for additional analysis. When 
conflicting results are produced by dif- 
ferent studies, the panel may have need 
of the original data from the several 
studies in order to pool them accord- 
ing to criteria that allow direct com- 
parison (27). Permanent staff of the 
organization managing the system 
could assume responsibility for anony- 
mous communication between the 
panel of experts and principal investi- 
gators. It may also be desirable to con- 
ceal as much as possible from panel 
members the identities of principal in- 
vestigators. This will require some edit- 
ing by permanent staff of the text and 
references of reports before they are 
transmitted to the panel for review 
(28). 

What form of feedback should the 
panel provide to the several parties in- 
terested in the results of evaluations? A 
single formal report may be adequate. 
In addition to findings concerning the 
validity of studies, it will also be help- 
ful, when there are sharp differences of 
opinion, to receive any minority re- 
ports and sufficient information to 
place them in context. Panels should 
be able to make recommendations on 
preferred methodologies or specific cor- 
rective measures needed to overcome 
deficiencies or limitations uncovered in 
the course of the evaluation. If panel- 
ists cannot reconcile conflicting evi- 
dence concerning an issue of sub- 
stantial importance, they might even 
undertake design of a tiebreaking 
study. 

Fairness dictates that principal in- 
vestigators be given an opportunity to 
make a formal reply to an adverse 
evaluation. This reply should probably 

become part of the report through 
which the panel communicates its find- 
ings to all interested parties. Once the 
panel has filed its report, the burden 
of decision on how to proceed will then 
rest upon potential users. At a mini- 
mum, one would hope that the agency 
which sponsored the research would 
use the panel report to qualify press 
releases and dfssemination plans. Ad- 
ministrators and policy analysts will 
ultimately have to decide for themselves 
how much to rely on the findings of a 
specific study as a guide to policy. For 
them, the panel report might serve the 
good purpose of increasing their aware- 
ness of the real chances for error-thus 
enabling a decision to be either hedged 
or made with confidence (29). The new 
system might even play a "broker" role 
in facilitating communication between 
researchers and policy-makers. 

How far agencies sponsoring re- 
search should go in using panel reports 
to monitor the performances of 
grantees and contractors and of their 
own R&D administrators and techni- 
cal consultants is an open question. In 
any event, it is safe to assume that cre- 
ation of a quality control system for 
applied social research such as the one 
proposed would have the immediate 
impact of tightening standards and re- 
aligning expectations among all af- 
fected parties. 

Concluding Remarks 

Aside from the need to tighten stan- 
dards and realign performance expec- 
tations, there are other good reasons 
for establishing a new quality control 
system for applied social research. 
Most important would be the effect 
that a new system might have by un- 
masking and curtailing the use of 
scarce R&D funds for service subsidy 
and the seeking of influence. In addi- 
tion to opportunity costs, there are 
considerable other nonmonetary costs 
associated with the practice of mask- 
ing service subsidy and the seeking of 
influence under the guise of knowledge- 
building. First, the rhetoric promising 
"open competition among competing 
ideas" begets cynicism and disillusion- 
ment in those who compete and lose 
to those who had an "inside track." 
Second, projects serving mixed pur- 
poses create ambiguity and, because of 
the servicing requirements they impose, 
distract and dissipate the energies of 
technically qualified R&D administra- 
tors-thus preventing them from doing 
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the job for which they were hired in 
the first place. 

A new quality control system will 
undoubtedly influence the direction, 
scope, and content of research dis- 
semination and utilization activities of 
government agencies. Evaluation of 
finished research can guide not only 
utilization of what has been produced 
but also the funding of new research. 
Program administrators and policy 
analysts, unschooled in the language 
of research technology, should be able 
to obtain somewhat of a less cluttered 
view of the productivity of the invest- 
ments they authorize for R&D and 
program evaluation. If need be, the 
system can be used to improve the 
existing contractor rating system by 
making available objective evidence 
about bidders' past performances. 
Finally, a successful new system will 
make it more difficult for agencies to 
commission studies favorable to parti- 
san points of view. 

The stakes seem large enough to 
justify the expense of creating a new 
quality control system for applied so- 
cial research, even at a cost each year 
of 1 percent or more of the total R&D 
and evaluation budgets available to 
government agencies. Conceivably, the 
National Academy of Sciences or the 
National Science Foundation, through 
its program of Research Applied to 
National Needs (RANN), might un- 
derwrite development of a new system 
as a basic contribution to the advance- 
ment of applied science. 
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