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geometric albedos of JII, JIII, and JIV. 
The satellite reflectivities are consistent 

only with a process that links decreas- 

ing absorption intensity to decreasing 
albedo. Another such process, geo- 
metrically analogous to the one de- 
scribed above, is the mixing of dark, 
nonfrost materials with the frost on the 
satellites' surfaces. 

We note that as we move out in the 
satellite system from JII, not only do 

the absorption intensities decrease, the 
overall slopes of the satellite reflectivi- 

ties change from albedo decreasing to 

albedo increasing with wavelength. This 
is consistent with a partial surface cover 
model in which the underlying material 
is a silicate, since almost all silicates 
show albedos increasing with wave- 

length (21, 23). 
Satellite JI has anomalous character- 

istics that do not allow it to fit readily 
into the above discussion. Its infrared 

spectrum resembles that of JIV, but it 
is almost three times more reflective 
than JIV in the visible. The high visible 

reflectivity of JI suggests that it is ex- 

tensively frost covered, but the absence 
of strong absorptions in its infrared 

reflectivity indicates that, if frost is 

present, the particles are much smaller 
than those on JIl and JIII. Small frost 

particles might be produced from the 

disruption of larger particles by elec- 
trons from the high flux around JI 

(25). Charged particle radiation acting 
on impurities, such as sulfides, in a 
frost on JI might also explain its ultra- 
violet-visible absorption (22, 24). 
Laboratory measurements of the re- 
flectivities of pure and impure frosts 
struck by charged particles would be 
useful in examining such a model. 

Veverka (26) also suggested that 

charged particle radiation has altered 
the infrared reflecting characteristics of 
JI. He concluded from polarization 
measurements that snow predominates 
on the surfaces of JI, JII, and JIII, and 
rock predominates on the surface of 
JIV; this is consistent with our conclu- 
sions for JII, JIII, and JIV, based on 
their infrared reflectivities. 

Figure 2 shows the infrared reflec- 
tivities of the leading and trailing sides 
of JIII, scaled to the same value at 
5625 cm-'. The water frost absorp- 
tions on the leading side are deeper, the 
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between the two sides (15, 22). Since 
the leading and trailing sides of JII 
differ in brightness by 30 percent (15, 
22), JII may show a greater absorption 
intensity difference between its two 
sides than JIll. A single observation of 
the trailing side of JI, not presented 
here, shows a stronger increase in re- 
flectivity with wavelength than on the 
leading side and a maximum near 5000 
cm-'. More data for both sides should 
be obtained for all the satellites. 
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only menaces aviation, but is also im- 
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view of scant observations of CAT' (1) 
shows that it appears in sporadic patches 
of apparently stable atmospheric layers 
with vertical wind shear. When CAT 
occurs, spectral analyses of the atmo- 
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spheric motions consistently exhibit a 
marked gap in the spectral energy den- 
sity, E(k) (2). The "spectral gap" 
is accompanied by an energy bulge at 
higher wave numbers. Various hy- 
potheses have been advanced to explain 
the occurrence of CAT associated with 
this spectral energy bulge (1). It is 
often speculated that the most likely 
energy source for CAT is the shear 
present in large-scale wind structure, 
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which leads to Kelvin-Helmholtz in- 

stability (3, p. 481) and thus causes 
turbulence production. Theoretical 
studies (4) have shown that such an 
instability can occur only when the 
gradient Richardson number 

Ri = (-g/p-) (d/ldz) (OU/z)-2 

is less than /4. (Here, g is the gravita- 
tional acceleration, p is the mean den- 

sity, U is the mean wind velocity, and 
z is the altitude.) This agrees qualita- 
tively with Richardson's criterion (5, 
p. 381), a sufficient condition to ensure 
the destruction of any existing turbu- 
lence. The relevance of the presence of 
internal gravity waves (IGW's) to CAT 
has been mentioned frequently (1, 6), 
but usually without specific discussion 
of the important physical processes. In 
this report we present a mechanism of 
wind shear enhancement and Ri reduc- 
tion in localized patches of the atmo- 
sphere as a consequence of the interac- 
tion between a traveling IGW and a 
mean flow of appropriate horizontal 

velocity. Thus, with an initially stable 
atmosphere (Ri greater than 4 ), an 
IGW-wind interaction could cause 
the growth of atmosphere turbulence. 

The interaction of IGW's and wind 
shear at a critical level, where the hori- 
zontal phase velocity of the propagating 
IGW has null value relative to the 

z 

Z 

local horizontal atmospheric mean flow, 
has been investigated (7) for IGW's 
in an inviscid Boussinesq fluid (3, p. 
16) with a continuous shear flow. It 
has been shown that, as the wave passes 
through its critical level, zc, it is at- 
tenuated by a factor exp(-27,r/), where 
/ = [Ri(z) - 1/]2. The Reynolds 
stress of a wave propagating upward is 
given (7) by 

Uo'Wo' = cqLA l2k 

where uo' and w0' are the horizontal 
and vertical components of the fluid 
motion associated with the IGW, k is 
the horizontal component of the wave 
number vector, A is a measure of the 
amplitude of the IGW well below the 
critical level of interaction, and c = ?2 

exp(27r/x) if z <Zc, or c = - - if z > 
Zc. The extension (8) to include the 
effects of viscosity, v, give a finite thick- 
ness for the critical layer of the order 
of the characteristic length, 

Zo = Y,/8 (kaU/Oz)-1/3 

The Reynolds stress of the internal 

gravity wave decreases almost linearly 
within the critical layer, as shown in 

Fig. 1. 
To circumvent the mathematical dif- 

ficulty of treating the development of 
an IGW-wind interaction, we derived 
(9) a model equation from the per- 

(b) 

UoWo 
x 

(C) 

Fig. 1 (left). Model of Reynolds stress, 
Uo'Wo', and its gradient for an internal 
gravity wave; zc is the critical level; zu 
and zi are the upper and lower limits of 
the critical layer; Ao is defined by Eq. 
2. Fig. 2 (right). Schematic diagram 
of the wave pattern and particle path 
with respect to the mean background flow 
(a) near Zc, (b) below z0, but within the 
critical layer, and (c) below the critical 
layer. 
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turbed nonlinear Navier-Stokes equa- 
tions (10, p. 13) by taking a horizontal 
spatial average over a wavelength of the 
IGW. Thus, the model equation of in- 
teraction reflects the mean momentum 
conservation for a volume element hav- 
ing its horizontal dimension equal to a 
wavelength. The atmosphere is as- 
sumed to be isothermal and incompres- 
sible so that the Boussinesq approxima- 
tion holds (3, p. 16) and to have ini- 
tially a horizontal mean wind, U(z). 
The x-axis of the coordinate system 
aligns with the horizontal component of 
the propagation wave number vector of 
the traveling monochromatic IGW (see 
Fig. 2). Inasmuch as ambient turbulence 
is allowed, we let the velocity be 

u(x,z,t) = U(z,t) + uo'(x,z,t) + ui'(X,Z,t) 
w(x,z,t) = wo'(x,t) + w1'(x,z,t) 

where uo' and wo' denote the horizontal 
and vertical components of the fluctuat- 
ing motion associated with the IGW, 
ul' and wl' the components of the 
turbulent fluctuation, and t the time. 
In the turbulence-free case, the velocity 
reduces to that given in (7, 8). Consid- 
er the case that the wave and turbulent 
motions have a negligible correlation, 
which is appropriate when their scale 
sizes are quite different. The substitu- 
tion of the velocity components de- 
scribed above into the Navier-Stokes 
equations for a stratified fluid with the 
usual simplifications for the derivation 
of the Reynolds equation (10, p. 13) 
results in the model equation 

a + (u 1) 

_ 

v -= d---(uo'wO') at - O zl O O z 
(1) 

where spatial averages are used rather 
than the customary temporal averages. 
The viscous shear stress in Eq. 1 is 

generally negligible compared to the 

"apparenit" shear stress due to turbu- 
lence. The gradient Reynolds stress, the 
second term on the left side of the equa- 
tion, represents the momentum trans- 

port, per unit mass, ,due to turbulent 
motion. Its counterpart on the right 
side is ascribed to that due to the wave 
motion. The net momentum transport 
accounts for the rate of change of the 
mean motion. 

The momentum transport terms in 

Eq. 1 must be prescribed before the de- 
termination of U. For the sake of sim- 
plicity, we follow Prandtl's mixing- 
length hypothesis (10, p. 277) to ap- 
proximate the turbulent Reynolds stress 
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term. The wave Reynolds stress term 
can be approximated by using a modifi- 
cation of the results that were discussed 
earlier (8). To the approximation of 
the mixing-length theory, the effects of 
turbulent mixing can be estimated by a 
reinterpretation of the kinematic viscos- 
ity. Replacing v by the turbulent viscos- 
ity coefficient, E, we obtain a turbu- 
lent length scale for the thickness of 
the critical layer, 

Zl = e/3 [kOU(zc) lOz]-a 

In view of the earlier expression for 
uo' wo' (7), Eq. 1 becomes 

aU d2U 
at- -e = Ao (2) 

where 

Ao = -IAl2(e\ ' + 1) [2k(zu - zi)]-l 

if zl < z < z, and Ao = 0 otherwise, z, 
= Zc + 2z1, and zl- =Z, - 5zl (see Fig. 
1). The left side of Eq. 2 is recognizable 
as a diffusion equation. The term on the 
right side can be treated as a momen- 
tum source representing the momen- 
tum transfer from the IGW to the 
background mean wind. The distortion 
of the structure of an upward propagat- 
ing IGW near a critical layer is illus- 
trated in Fig. 2. The momentum 
transfer mechanism of the IGW Reyn- 
olds stress can be seen as follows: As 
shown schematically in Fig. 2, on the 
average, parcels of fluid with a posi- 
tive value of w0' also have a positive 
value of u0', and those with a negative 
value of wo' also have a negative value 
of u0', so that uo'Wo' > 0. This indicates 
a net upward transport of positive hori- 
zontal IGW momentum. Within the 
critical layer, uo'wo' decreases almost 
linearly (8) as the wave itself becomes 
more and more horizontal. (In Fig. 2, 
compare the proportions of the solid 
lines, uo'wo' > 0, and the dashed lines, 
uO'wO' < 0, as the wave progresses 
upward.) Therefore, the net momentum 
exchange within the critical layer ac- 
celerates the mean background flow in 
the direction of horizontal wave prop- 

agation (x-direction) and the mech- 
anism results in regions of increased 
vertical shear. However, the turbulent 
Reynolds stress tends to nullify the 
existing mean velocity gradient. The 
quasi-steady distribution of the mean 
velocity near the critical level represents 
a balance between the rates of momen- 
tum absorption from the IGW and 
momentum transport due to the turbu- 
lence. 

Since the term Ao makes Eq. 2 non- 
linear, an iterative numerical scheme is 
used for parametric analysis and solu- 
tion. A sample of the results is shown 
in Fig. 3, where the origin (z = 0) is 
taken to be the initial location of the 
critical level and the wave-wind inter- 
action ,is assumed to begin at t = 0. 
Representative values for the wave 
parameters and atmospheric flow prop- 
erties in the lower stratosphere (10 to 

() 

a) 
1- 

E 
N 

Fig. 3. Example of results when the initial 
(t = 0) location of the critical level (z = 
zc= 0) corresponds to U= 10 m/sec, 
k= 1.26 km-', u'w,/ = 0.1 m2/sec2 at 
z =- oo, aU/az = 0.02 sec-l and Ri = 
1.102 at t = 0, [(- g/) (dp/dz)]l/2 = 
0.021 sec-1, and e = 0.1 m"/sec for (1) 
t-=0, (2) t=-200, (3) t=400, (4) t= 
750, and (5) t = 10,000 seconds. The 
critical Richardson number is 0.25. 
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12 km) were obtained from reports of 
experimental observations (11) and are 
indicated in Fig. 3 for the example 
given. The initial mean wind profile is 
assumed to be linear although this con- 
dition is not at all necessary. It can be 
seen in Fig. 3 that, as the IGW-wind 
interaction progresses, the critical level 
moves downward and OU/Oz at the crit- 
ical level increases. This results in a 
larger fraction of the wave momentum 
being able to pass through the critical 
layer without being absorbed and is 
reflected in reduced values of AO and 
(z,, - zl) after each iteration. 

The results show that under certain 
typical conditions the interaction of an 
IGW with a background wind shear 
near a critical level provides a mecha- 
nism for depositing sufficient momen- 
tum in certain regions of the atmosphere 
to significantly increase the local mean 

1.25 

11 
Mean wind, U (m/sec) 
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wind shear. Since the interaction re- 
duces Ri below ? over regions of the 
order of (z, - zl) in vertical extent, it 
could cause turbulence to grow into 
patches of this thickness. The parame- 
ters that influence the interaction in- 
clude the amplitude and horizontal 
wave number of the IGW, the initial 
background wind shear near the critical 
level, and the intensity of the ambient 
turbulen-e. The presence of a moderate 
intensity of ambient turbulence tends to 
prevent the catastrophic buildup in the 
mean wind shear that might cause- 
severe CAT. 

What has been described is un- 
doubtedly not the only cause of CAT, 
but it does demonstrate that the inter- 
action of IGW's with vertical wind 
shear can lead to the production of 
turbulence. The irregular occurrence 
of critical levels in apparently stable re- 
gions of the atmosphere is consistent 
with the observed patchy and intermit- 
tent nature of CAT. Although the in- 
teraction mechanism has been described 
here in relation to the lower stratosphere 
(for which observational data were 
available) the basic phenomenon is not 
expected to be restricted to this region. 
Furthermore, since salinity (and thus 
density) varies with depth in the ocean, 
IGW's exist there, and a similar mecha- 

wind shear. Since the interaction re- 
duces Ri below ? over regions of the 
order of (z, - zl) in vertical extent, it 
could cause turbulence to grow into 
patches of this thickness. The parame- 
ters that influence the interaction in- 
clude the amplitude and horizontal 
wave number of the IGW, the initial 
background wind shear near the critical 
level, and the intensity of the ambient 
turbulen-e. The presence of a moderate 
intensity of ambient turbulence tends to 
prevent the catastrophic buildup in the 
mean wind shear that might cause- 
severe CAT. 

What has been described is un- 
doubtedly not the only cause of CAT, 
but it does demonstrate that the inter- 
action of IGW's with vertical wind 
shear can lead to the production of 
turbulence. The irregular occurrence 
of critical levels in apparently stable re- 
gions of the atmosphere is consistent 
with the observed patchy and intermit- 
tent nature of CAT. Although the in- 
teraction mechanism has been described 
here in relation to the lower stratosphere 
(for which observational data were 
available) the basic phenomenon is not 
expected to be restricted to this region. 
Furthermore, since salinity (and thus 
density) varies with depth in the ocean, 
IGW's exist there, and a similar mecha- 

between sources for the lowland market. 

Trace-element analysis of obsidians 
has been used recently in both the 
Middle East and Mesoamerica as a 
method of documenting prehistoric 
trade (1). Studies have been based on 
a large number of determinations, and 
a fairly accurate picture of the temporal 
and spatial limits of the distribution of 
any one source has been elucidated. 
In the Mayan area centered on Guate- 
mala and the Yucatain only a few deter- 
minations have so far been reported for 
the Classic Mayan civilization of the 
3rd to 9th centuries A.D., but these 

preliminary results can be used to con- 
struct a model explaining the distribu- 
tion of obsidians in the Mayan area 
which may be tested by further anal- 

yses. 
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nism for causing turbulence is likely to 
occur. A straightforward extension of 
the present theory could include the 
multichromatic IGW's that exist in a 
real atmosphere. The ,theory presented 
here appears worthy of experimental 
studies of its validity. 

K. BEKOFSKE 
V. C. Liu 

Department of Aerospace Engineering, 
University of Michigan, 
Ann Arbor 48104 
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parts: a southern highland zone, a 
central lowland with tropical rain-forest 
vegetation, and a northern lowland with 

tropical scrub vegetation. The highlands 
are volcanic and possess a number of 
known obsidian sources; the lowlands 
have a sedimentary limestone geology 
(except for the horst of the Maya 
Mountains) and lack obsidian. The 

contrasting geology and relief of the 

highlands and lowlands results in dif- 
ferent ranges of environmental niches 
and available resources, and trade in a 

variety of commodities between the two 
zones in prehistoric times has been 
demonstrated (2, pp. 124-158). 

Two major sources of obsidian ex- 

ploited by the Classic Maya have been 
identified in the highlands (Fig. 1). 
One is at El Chayal, 20 km northeast 
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ploited by the Classic Maya have been 
identified in the highlands (Fig. 1). 
One is at El Chayal, 20 km northeast 

of Guatemala City; the other is some 
50 km to the southeast at Ixtepeque- 
Papalhuapa, near the modern town and 
Classic site of Asuncion Mita, the 
southernmost major center of the low- 
land-based civilization. 

Analysis by x-ray fluorescence has 
shown that obsidians from these two 
sources can be characterized and dif- 
ferentiated, especially on the basis of 
their ratio of Fe to Mn and Ti to Ba, 
the presence or absence of Sr and Ba, 
and, to some extent, the relative 
amounts of Zr, Sr, and Rb, although 
this has a high noise level (3). 

On the basis of such analyses of ob- 
sidians from 23 Classic period sites, it 
is possible to attribute the obsidian to 
either the El Chayal or the Ixtepeque 
source (Fig. 1). El Chayal obsidian is 
found in the highlands to the west of 
the source, and in the lowlands in the 
Usumacinta River Basin, in northeast- 
ern Peten and the Belize Valley, and 
in the Toledo District of southern 
Belize (British Honduras). Ixtepeque 
obsidian is found east and north of the 
source (except for one sample of un- 
dated obsidian from Kaminaljuyu) 
along the Caribbean coast of Belize, in 
northeastern Peten and the Belize Val- 
ley, and in northern Yucatan. 

The pattern of distribution of both 
sources is thus elongated northward 
from the source, from the volcanic 
highlands into the nonvolcanic low- 
lands where obsidian was desired for 
both utilitarian and ritual purposes. 
Lowland products were clearly sent in 
the other direction in exchange for 
obsidian and other highland goods. The 
exact routes involved in this trade have 
not been established, but evidence de- 
rived from topography, ethnohistory, 
and ethnography supplies a number of 

possibilities. Topography suggests that 
trade routes followed the river valleys: 
the Rio Negro and the Rio de la Pasion 
flow directly down to the lowlands, 
converging to form the Usumacinta; 
the Rio Motagua flows northeast to the 
Caribbean, and the Rio Grande, the 
Belize River, the Rio Hondo, and the 
Sarstoon River flow from Peten east to 
the Caribbean. 

Transport on these routes would be 
by porter to the head of navigation and 
then downstream by canoe to the sea. 
In Spanish documents of the early 
colonial period a number of overland 
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colonial period a number of overland 
routes are mentioned: from Chetumal 
Bay across the Yucatan to Uxmal and 
the sites around the Puuc Hills; from 
Ascension Bay on the coast of Quin- 
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Obsidian Trade Routes in the Mayan Area 

Abstract. Obsidian from two sources in highland Guatemala has been found at 
23 sites of the Classic Mayan civilization, mainly in the nonvolcanic lowlands to 
the north. The distribution, together with trade routes suggested by topography 
and documentary sources, suggests efficient waterborne transport and competition 
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