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In the last year or so a wealth of 
new information about the structure 
of molecular systems has become avail- 
able as a result of the recent dramatic 
10- to 100-fold increase in the sensitiv- 
ity of infrared (IR) and nuclear mag- 
netic resonance (NMR) spectrometers. 
The development that has made this 
possible is generally called Fourier 
transform (FT) spectroscopy; it is also 
sometimes termed interferometry or 
time-domain spectroscopy. Although 
interferometric methods in optical 
spectroscopy have been well known 
and understood since the early work 
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of Michelson (1), the widespread appli- 
cation of these techniques has become 
possible only recently with the develop- 
ment of the necessary instrumentation 
and of fast, inexpensive computers. 

In this article we describe the FT 
method, provide some insight into the 
elementary theory and instrumentation 
involved, and give some examples of 
the ways in which FT spectroscopy is 
beginning to make an impact on chemi- 
cal and biochemical research. We shall 
first treat briefly FT-IR spectroscopy, 
since the concepts involved in optical 
methods are somewhat more familiar 
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and easier to grasp. However, the major 
part of this article will be devoted to 
NMR !(2). 

The basic power of FT spectroscopy 
arises, quite simply, from the fact that 
it is very much faster than frequency- 
domain or conventional methods. In 
conventional 13C NMR spectroscopy, 
for example, it would require about 
5000 seconds to obtain a complete 
spectrum with a resolution of 1 hertz. 
The same basic spectral information 
can be obtained in 1 second with the 
use of FT methods. In addition, the 
general quality of the spectrum (espe- 
cially line shape) obtained in this very 
much shorter time is appreciably bet- 
ter. This great saving in time may be 
exploited in improving the signal-to- 
noise ratio (S/N) by the coherent ad- 
dition of signals, since random noise 
tends to cancel. Such coherent addition, 
or "time averaging," can indeed be 
carried out with conventional spectros- 
copy as well, but often only with an 
expenditure of time that makes the 
experiment prohibitive. In the 13C 
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Fig. 1. (A) Schematic diagran 
Michelson interferometer. (B) Sig 
tained as a function of mirror d 
ment for a monochromatic wave. 

NMR example cited it is often 

sary to sum the data from a th 
repetitive scans; this procedu 
quires about 15 minutes in t 
mode, but 60 days by conve 

spectroscopy to achieve com 
S/N and resolution in the final 
(3). 

Infrared Interferometry 

The equipment used in FT-I] 
troscopy consists of a Michelso: 
ferometer, a simple arrangem 
mirrors of the -type depicted 
1A. The "beam splitter," Ml, 1 
like a half-silvered mirror, so tt 
the energy from the incident t 
transmitted to M2 while half 
flected to M3. Consider a mo 
matic beam incident on M1. 

3 

2 

2 - 

n ,ii O 

path length from Ml to M2 is exactly 
itter, Ml equal to the path length from Ml to M3, 

then the reflected beams add coherently 
ipensator in phase at M1. If, however, there is a 

path-length difference of X/4, where 
Detector X is the wavelength of the radiation, 

then one reflected beam traverses an 
extra distance A/2 before arriving at 
M1 and interferes destructively with 
the second reflected beam. Thus, if M2 
remains fixed while M3 is moved at a 
constant rate, the signal at the detector 
is a cosine wave, as shown in Fig. lB. 

lAn If the source consists of radiation with 
more than a single wavelength, the dis- 
tances of mirror displacement at which 

i of a constructive and destructive interfer- 
;nal ob- ence occur vary with wavelength, as 
lisplace- indicated in Fig. 2, and the resulting 

signal from the interference of these 
separate waves is termed an interfero- 

neces- gram. If the source gives rise to many 
lousand closely spaced frequencies (a continu- 
ire re- ous, broad-band source), interference 
the FT effects cause the signal to decay rapidly 
-ntional as the mirror moves away from the 
parable zero fringe, where all waves are in 
spectra phase. When a sample is placed be- 

tween the interferometer and the detec- 
tor, it absorbs some of the frequencies 
present. The result is a modified inter- 
ference pattern. 

It is clear that the exact shape of the 
R spec- interferogram depends on the frequen- 
n inter- cies present in the spectrum, and a 
lent of little further thought shows that the 
in Fig. amplitude, or intensity, of each com- 
behaves ponent frequency is also important. 
hat half Thus, the interferogram contains the 
beam is basic information on frequencies and 

is re- intensities characteristic of the spec- 
nochro- trum but in a form that is not directly 

If the interpretable. Fourier transform meth- 

Mirror displacement 
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ods make it possible to convert the 
information to a more familiar form. 

The Fourier transform, F(o), of a 
function, f(t), is given by 

0o 

F(w) J f(t)e-iwtdt 
- 00 

where the imaginary exponential is 

e' =cos wt + i sin ct 

The two functions, f(t) and F(o), are 
said to constitute a Fourier transform 
pair, the former in the time domain 
and the latter in the frequency domain. 
They both contain the same physical 
information; they merely express it in 
different ways. If 

f(t) = A cos w,t 

then F(() is a single line at (,o with its 
amplitude proportional to A. Likewise 
the Fourier transform of the interfero- 
gram shown in Fig. 2 is a set of three 
lines at the frequencies of the compo- 
nent waves. 

In practice the Fourier transforma- 
tion is normally carried out in a digital 
computer by means of a summation 
over a finite number of points, N: 

N 

F(wj) -: f(tk) e-iwt,; j = 0, 1, . . . N 
k=l 

In order that this discrete Fourier 
transform generate the true F(w), it 
is important not only that the total 
number of data points, N, be large 
enough but also that the data be obtained 
at a fast enough rate. The reason for 
this requirement on the rate of data 
acquisition is easily seen. If we wish to 
represent in digital form a cosine wave 
of frequency vj hertz (aj = 27r-j radi- 
ans per second), the sampling theorem 
(4) tells us that we must take two data 
points per cycle to specify the ampli- 
tude and frequency of the wave. A 
larger number of points per cycle pro- 
vides no additional information but 
does not in any way detract from the 
information content. A sampling rate 
of fewer than two points per cycle, 
however, introduces ambiguity and re- 
sults in a distortion of the spectrum. 
Thus, if it is known that Vmax is the 
highest frequency present, the minimum 

Fig. 2. "Observed" signal from a Michel- 
son interferometer as a function of mirror 
displacement for an incident wave consist- 
ing of three discrete frequencies. This sig- 
nal is the sum of the three cosine wave 
signals that would arise from each fre- 
quency separately, as indicated. For clarity 
the individual cosine waves have been dis- 
placed downward by two units. 
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acceptable sampling rate is 2vmax 
points per second. 

Let us see how these ideas apply to 
an infrared interferogram. The cosine 
waves with which we are concerned 
(the component waves in Fig. 2, for 
example) are functions, not really of 
time, but of the distance of mirror 

displacements. Hence the "frequencies" 
with which we deal are not true fre- 

quencies, but wave numbers (in recip- 
rocal centimeters). The commonly 
studied mid- and far-infrared region 
of the spectrum extends up to about 
4,000 cm-1. If we ensure that no 
higher frequencies reach the detector 
by interposing an optical filter with a 
sharp, high-frequency cutoff, then, ac- 
cording to the sampling theorem, there 
must be a minimum data acquisition 
of 8,000 points per centimeter of opti- 
cal path-length difference (16,000 
points per centimeter of mirror dis- 
placements since the infrared beam 
traverses the path to and from the 
mirror) (5). 

The question now arises as to how 
far the mirror must move in obtaining 
an interferogram. The effect of finite 
mirror displacement is shown in Fig. 
3. We know that a cosine wave of 

frequency (or wave number) v0 and 
infinite in extent leads, on Fourier 
transformation, to an infinitely sharp 
line at vo. However, the sharply trun- 
cated cosine wave obtained in an actual 

experiment (Fig. 3C) Fourier trans- 
forms to the function shown in Fig. 
3D-a line at v0 with a finite width and 
with additional small features in the 
wings of the line (6). From Fourier 
theory it can be shown that the width 
of the line at half maximum intensity 
(in reciprocal centimeters) is given by 
the reciprocal of the path-length differ- 
ence (that is, one-half the reciprocal 
of the mirror displacement). Thus the 
resolution of the interferometer can, 
in principle, be made as great as de- 
sired by providing sufficient mirror 

displacement. Optical and mechanical 
aberrations provide a practical limit-- 
currently about 0.1 cm-1 in commer- 
cial instruments. 

We shall not go into the details of 
instrument design or the availability 
of commercial FT-IR instruments, but 
we refer the reader to reviews by Low 
(7) and Horlick (8). Many of the com- 
puter requirements for FT-IR spectros- 
copy are similar to those for FT-NMR 
spectroscopy, which we discuss later. 

As an example of the performance 
of commercial FT-IR spectrometers, 
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Fig. 3. Effect of the truncation of a cosine wave on the Fourier transform. (A) Cosine 
wave of infinite extent. (B) Rectangular "window" through which data are taken, 
limited by the extent of mirror displacement. (C) Actual signal to be transformed. 
(D) Fourier transform of (C). 

we show in Fig. 4 the familiar spectrum 
of polystyrene, obtained in less than 
1 second of instrument time. The effi- 
ciency of the interferometric method 
arises both from the multiplex advan- 
tage of obtaining data at all frequencies 
simultaneously (Fellgett's advantage) 
and from the larger energy throughput 
made available by eliminating the nar- 
row slits and small apertures of a 
monochromator (Jacquinot's advan- 
tage) (9). 

The greatly improved sensitivity now 
permits study of IR spectra of samples 
as small as 10 nanograms. The speed 
of obtaining spectra is being exploited 

especially in the study of the effluent 
from gas chromatographs, where the 
IR spectra of the separate fractions 
can be obtained in the gas stream. 

We now inquire how the advantages 
of the FT method can be utilized in 
NMR spectroscopy. A Michelson inter- 
ferometer is out of the question for a 
number of reasons; for example, to 
obtain 1-hertz resolution (3.3 X 10-11 
cm-1) the mirror would have to travel 
over 150,000 kilometers (about one- 
third of the distance to the moon). But 
we can achieve the desired goal by 
using well-known NMR pulse tech- 
niques. 

I I I - I 
3000 2500 2000 1500 1000 500 

Wave number (cm-') 
Fig. 4. The speed and reproducibility of a FT-IR spectrometer (Digilab model FTS-14; 
resolution, 6 cm-') are demonstrated by the superposition of two spectra of polystyrene, 
each obtained in less than 1 second of instrument time. [Courtesy of Digilab, Inc., 
Cambridge, Massachusettsl 
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Nuclear Magnetic Resonance Pulse 

Methods 

Conventional continuous wave (cw) 
NMR spectroscopy is similar to other 
branches of spectroscopy in that a 
"monochromatic" frequency from a 
continuously running source is swept 
through resonance. An alternative 
method for studying NMR consists of 
"gating" the transmitter on for a short 
period in order to apply a short, in- 
tense pulse of radio-frequency (rf) en- 
ergy to the sample. (As we shall see 
later, this procedure results in a broad- 
band, rather than a monochromatic, 
source of irradiation.) In order to in- 
vestigate the effect of the rf pulse, we 
consider an ensemble of identical nuclei 
precessing in a magnetic field Ho0, as 
shown in Fig. 5. The nuclear moments 
are distributed at random in the x and 
y directions, and so the resultant 
macroscopic magnetization M is along 
the z axis. Application of a small mag- 
netic field H1 at right angles to M 
causes M to precess about HI and to 
tip toward the xy plane. This inter- 
action between H, and M can occur 
if H1 rotates about the z axis at the 
same rate as that at which the nuclei 
precess, since then H1 and M remain 
in phase. As long as H1 is applied, M 
precesses in the yz plane at a fre- 
quency given by the Larmor relation 

Wj = 7 H, (in radians per second) 

where y ,is the magnetogyric ratio of 
the nucleus. If H1 is applied for a 
time tp, M moves through an angle 

a - Ht,, radians 

We thus speak of 90? (rr/2) and 180? 
(7r) pulses, which cause M to rotate by 
those angles. 

After application of a 90? pulse, 
during which H1 is turned on typically 

z A 

Ho 

for about 10 microseconds, M is along 
the y axis. As M precesses, it induces 
an electrical signal in the coil along 
the y axis. The magnitude of this so- 
called free-induction signal decreases 
exponentially with time, as shown in 
Fig. 6A, since M is reduced by natural 
spin-spin relaxation processes and by 
the effects of magnetic field inhomo- 
geneity. If the reference frequency used 
to generate HI is not precisely coinci- 
dent with the resonance frequency, 
then there is interference between the 
nuclear signal from the precessing 
magnetization and the reference signal 
from the rf oscillator. This leads to the 
sort of "ringing" pattern shown in 
Fig. 6B. 

Suppose now that the NMR sample 
has a spectrum consisting of several 
lines, as in the 13C spectrum of 
[13]CH3I, shown in Fig. 7A. Then all 
four of the different NMR frequencies 
are transmitted simultaneously after 
the rf pulse. The result is exactly anal- 

ogous to what happens if, for example, 
two clarinets that are not in tune sound 
the "same" note simultaneously-a 
beat note is obtained whose frequency 
is equal to the difference between the 

frequencies played by the two clarinets. 
For our nuclear sample, there is also 
a beat frequency, which is equal to J, 
the 13C-H spin-coupling constant, as 
shown in Fig. 7B. For very simple 
molecular systems, such as the example 
given here, the chemical shift and the 

spin-coupling constant can be obtained 

quite simply from the time-domain 
spectrum. Even in this simple case, 
however, information about the multi- 

plicity of the lines and their relative 
intensities is not available from simple 
inspection. For more complicated 
molecules the time response contains 
the information in a form too complex 
to be readily interpreted. As in the IR 

B z 

y 

M 

HI 
x 
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case, however, Fourier transform 
methods permit the extraction from 
the complicated interference pattern of 
all the information desired on frequen- 
cies and amplitudes-that is, the NMR 
spectrum (10). Moreover, as in the IR 
case, this information can be obtained 
very rapidly; the free induction decays 
exponentially with a time constant usu- 
ally determined by magnetic field 
homogeneity, typically about 1 second. 
Although the resolution in the Fourier- 
transformed spectrum cannot be better 
than that allowed by field homogeneity, 
it can be impaired by premature trun- 
cation of the data collection, just as in 
the infrared interferogram. For a reso- 
lution of R hertz, data must be col- 
lected for 1/R second. 

One aspect of the pulse technique 
that we have so far not considered is the 
question of just how nuclei with some- 
what different resonance frequencies 
can be affected by a pulse at one radio 
frequency. The answer lies in the na- 
ture of a short pulse, which on Fourier 
analysis can easily be shown to contain 
component frequencies that cover a 
range approximately the reciprocal of 
the pulse width. A more quantitative 
treatment shows that it is really the 
magnitude of H1 that is important (11) 
and that, for adequate "coverage" of 
a frequency range A hertz, 

.yH,/2r > A 

This result can also be expressed in 
terms of the width of a 90? pulse, to90, 
as 

t0, < second 

A sufficiently short pulse, then, is 
equivalent in some ways to a multitude 
of separate oscillators that cause the 
nuclei to "broadcast" their resonance 
frequencies across the spectrum simul- 
taneously, so that Fellgett's advantage 
is obtained; specifically this provides a 
saving in time, or a "time-enhancement 
factor" 

t =- A/1i/_' 

where v,? is the width of a typical line. 
This reduction in time permits the 
study of rapid processes, as we illus- 
trate later. Alternatively the sensitivity 
may be enhanced by the co-addition 

Fig. 5. (A) Precession of nuclear mag- 
netic moments about an applied magnetic 
field Ho. The resultant macoscopic mag- 
netization M is directed along the z axis. 
(B) Tipping of M away from the z axis 
by interaction with the rf field Hi. A com- 
ponent of M now exists in the xy plane 
and rotates as M precesses about Ho. 
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of the responses from repeated pulses. 
For a given length of time a sensitivity 
enhancement factor, 

es = t/2= (A/I/2)1/ 

is obtained from this multiplex advan- 
tage. 

There is in the NMR pulse method 
an analog to Jacquinot's advantage in 

interferometry. In cw NMR studies H1 
must be kept very small, and even at 
resonance the magnetization M is not 

tipped far from the x axis (Fig. 5); 
hence, M,, is small. With a 90? pulse, 
however, the entire magnitude of M is 

brought into the xy plane, where it 
induces a large electrical signal in the 
NMR coil. For repeated pulses, how- 
ever, this advantage may be reduced by 
long spin-lattice relaxation times (11). 

Instrumental and Computer 

Requirements 

We now turn briefly to a considera- 
tion of the minimum instrumental and 

computer requirements for carrying out 

pulse FT-NMR experiments. Figure 8 
shows a block diagram for a simple 
pulse spectrometer. It consists of a 

sample probe to contain the sample, 
an rf transmitter to supply the intense 

pulse, an oscillator and gate unit to 

generate the radio frequency and to 
turn the transmitter on and off, and a 

pulse programmer which determines 
when and for how long the transmitter 
is turned on. The transmitter-gate-probe 
system has only three basic require- 
ments: (i) it must generate enough 
power at the probe to satisfy the re- 

quirement yHj/2-r > A; (ii) it must 
supply a reference signal to the signal- 
processing system; and (iii) it must re- 
turn quickly to the equilibrium state 
(that is, no rf power). 

The amplification and detection sys- 
tem must be sensitive over the band- 
width of frequencies to be studied and 
must recover rapidly (within a few 
microseconds) from the overload im- 
posed by the strong rf pulse. Further 
discussion of instrumental aspects of 
pulse NMR has been given by Farrar 
and Becker (11). 

The computer requirements for FT- 
NMR (and FT-IR) spectroscopy de- 
serve some comment. The Fourier 
transformation itself is invariably car- 
ried out by means of an algorithm 
developed by Cooley and Tukey, the 
so-called "fast Fourier transform," 
which decreases by orders of magni- 
tude the time required for this compu- 
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Fig. 6. (A) Exponential decay of the signal after a 90? pulse. (B) Same as (A), except 
that the rf H1 and the NMR frequency differ slightly. 

tation (12). Before the transformation 
is carried out, the computer system 
(including analog-to-digital converter) 
must acquire data at the rate specified 
by the sampling theorem. For nuclei 
with large chemical shift ranges this 
rate can be substantial, for example, at 
least 11,000 data points per second for 
"IC at 25 megahertz. As we have seen, 
the time for data acquisition governs 
the resolution in the final spectrum. In 
the l'C example, if 0.5-hertz resolution 
is desired, then a 2-second acquisition 
time is indicated, and a total of 22,000 
data points will be collected. In prac- 
tice, it is often limitations of computer 
memory that determine what data ac- 
quisition time is to be employed, hence 
what resolution can be obtained (13). 
The length of a computer word is also 
an important factor, related to the dy- 
namic range required in the experi- 
ment and the number of repetitive 
scans to be obtained. 

In addition to data acquisition and 
Fourier transformation, the computer 
is used for several other mathematical 
operations, namely: 

A 

1) "Digital filtering" to improve 
S/N. 

2) Apodization to correct for line- 
shape distortions introduced by trunca- 
tion of the input signal. 

3) Correction of frequency-dependent 
phase errors arising from missetting 
of the phase-sensitive detector and 
from distortions caused by the finite 
width of the pulse and by the electrical 
filters employed. 

4) Display of the selected mode of 
the spectrum-the usual absorption 
(v) mode, the dispersion (u) mode, or 
the power spectrum (u2 + v'2) . 

5) Various data-reduction procedures, 
such as determination and printout of 
peak positions and intensities. 

The computer is thus seen to be an 
integral part of the FT spectrometer, 
and most FT-IR and FT-NMR systems 
include on-line computers to carry out 
these operations. For economic rea- 
sons, however, some installations em- 
ploy a simple "time-averaging" com- 
puter to acquire the data, together with 
a digital readout of the data in a form 
suitable for processing by a large off- 

B 
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Fig. 7 (left). (A) The "C spectrum of [':C]CH,I. (B) Free-induction signal observed 
after application of a 90? pulse to [':C]CH.J. Fig. 8 (right). Block diagram of a 
simple FT-NMR pulse spectrometer. 
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line computer. For some applications, 
it is even possible to dispense with the 
latter computer and, instead of carrying 
out a digital Fourier transformation, to 
use a wave-form analyzer (an analog 
device) to obtain the power spectrum. 
In general, the absorption mode spec- 
trum itself is preferred over the power 
spectrum (11), but in some research, 
including early "C FT studies (14), a 
wave-form analyzer has been used with 
success. 

Applications of FT-NMR Spectroscopy 

The power of the FT method in 

improving sensitivity is illustrated in 

Fig. 9, which shows two 1H NMR 

spectra of 300 micrograms of ergos- 
terol. Figure 9A is the FT spectrum, 
obtained in 512 seconds, whereas Fig. 
9B is the cw spectrum of a 500-second 
scan. Clearly, with the same amount of 
instrument time the FT spectrum pro- 
vides far more information. 

Although the use of FT methods to 

permit 1H NMR studies at submilligram 
concentrations is of great importance, 
an even more significant result of the 
introduction of FT-NMR spectroscopy 
is that it makes possible the investiga- 
tion of nuclei with low inherent sensi- 

tivity or low natural abundance, or 
both. During the last 2 years 13C has 

received special attention. With a nat- 
ural abundance of 1.1 percent and a 

sensitivity 1/64 that of 'H, 13C has 
long been studied only with great diffi- 

culty. 
In many large organic molecules, 

especially those of biological interest, 
13C FT-NMR spectroscopy can be 
much more useful than iH NMR. 
There are several reasons for this: (i) 
the "1C chemical shift range is about 
200 parts per million (ppm); that for 

protons is about 10 ppm; (ii) since the 
carbon atoms are situated in the back- 
bone-or the heart-of organic mole- 
cules, they are often more sensitive than 

protons to the intramolecular environ- 
ment and the electronic structure of 
the molecule and are usually much less 
sensitive to the intermolecular environ- 
ment; (iii) the C-H dipole-dipole inter- 
action is about 20 times smaller than 
the H-H dipolar interaction. Thus 1"C 

spectra often have sharper spectral lines 
and more detail than 'H spectra. 

In order to see how these factors 
can be used to the advantage of chem- 
ists and biochemists, let us consider a 
few examples. Figure 10 shows the 1"C 
FT-NMR spectrum of 4,8-dodecadiene 
(obtained in about 9 minutes). This 
molecule is a model compound whose 
structure has important ramifications 
for the mechanism of polymerization. 
The key question concerns the geometry 

A 

Fig. 9. (A) The 'H FT 
spectrum of ergosterol 
(300 micrograms in ap- 
proximately 0.4 milliliter 
of CDCIh) at 100 mega- 
hertz. This spectrum re- 
sults from the accumu- 
lation of 256 free-induc- 
tion signals arising from 
pulses repeated every 2 
seconds. (B) The 'H cw 
spectrum of the same 
sample; single scan of 
500 seconds; TMS refers 
to the peak from tetra- 
methylsilane, which was 
used as an internal refer- 
ence. Both spectra were 
obtained with a JEOL 
model MH-100 spec- 
trometer. Different fre- 
quency scales are used 
for the two spectra. 
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of the protons on the olefinic carbons. 
Are they both trans, both cis, or cis- 
.trans, as depicted in I? 

C:3H7 H H H 
\C = C/ \C = C/ 

H CH.CH, C2H, 
I 

Both the cis-cis configuration and the 
trans-trans configuration would give six- 
line spectra. The actual spectrum, 
shown in Fig. 10, has 12 lines, one line 
for each chemically distinct carbon. 
Clearly the molecule must have the 
asymmetric cis-trans structure of I. The 
IH spectrum of this molecule gives no 
useful information. 

One of the most exciting potential 
applications of "1C NMR is to the 
study of structure and conformation in 
molecules of biochemical interest. With 
FT techniques it is possible to study as 
little as 10-milligram samples of rela- 
tively large molecules, such as steroids, 
with only a few hours needed for data 
acquisition. More complex biopolymers 
are also beginning to yield information 
(15). An example of the type of spectra 
that can be obtained is given in Fig. 11, 
the FT 1"C NMR spectrum of the 
pentacyclic peptide nisin, which con- 
tains 34 amino acid residues (16). We 
shall not discuss the spectral features 
(these have not yet been interpreted in 
detail), but we wish to emphasize here 
the quality of the "1C spectrum ob- 
tained in an overnight scan with a 
solution having a concentration of 

only 20 mM. 

Relaxation Measurements 

Pulse FT techniques permit facile 
determination of spin-lattice relaxation 
times (T,) for individual NMR spectral 
lines. The usual procedure consists of 

Jlw ,the application of a 180? pulse to ro- 
tate the equilibrium magnetization to 
the negative z axis (see Fig. 5), fol- 

- lowed after a period r by a 90? pulse 
to rotate the magnetization to the y 
axis to produce a free-induction signal. 
During the period r some spin-lattice 
relaxation occurs, so that the spectrum 

TMS obtained from Fourier transformation 
of the free-induction signal is that of 
the partially relaxed nuclei. Chemically 
different nuclei of the same species 
(for example, 13C) may relax at differ- 

', 1i ent rates because of differences in their 
A,l' environment or variations in local 

molecular motions. The relaxation 
rates of the individual nuclei can then 
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be determined from a series of partially 
relaxed spectra (17), as in Fig. 12. In 
this case, it is apparent that T1 for each 
carbon nucleus depends upon its loca- 
tion in the butyl chain. The a carbons 
relax much more rapidly than the 
methyl or distant methylene carbons, 
which are affected by intrachain, seg- 
mental motion. Such relaxation studies 
add a new dimension to the conven- 
tional studies of chemical shifts and 
coupling constants and should prove 
especially valuable in spectral assign- 
ments of 13C resonances (18) and in 
studies of molecular complex forma- 
tion. 

Stochastic Excitation 

Another FT technique for obtaining 
NMR spectra, stochastic (noise) excita- 
tion, deserves brief comment. Instead 
of using a short pulse to provide a 
broad-band rf source, pseudorandom 
noise can be used to modulate the 
monochromatic rf and thus excite nu- 
clei with a range of resonance frequen- 
cies. If this is done, the output noise is 
no longer random since it contains 
signals from the nuclear resonances. It 
has been shown (19) that, by taking 
the cross-correlation between input 
and output noise and then Fourier- 
transforming this function, the NMR 
spectrum is obtained. The saving in 
time has been shown theoretically to 
be the same as with the pulse FT 
method; however, stochastic excitation 
does not provide the added flexibility 
of the pulse methods in studies of re- 
laxation times. The instrumentation for 
stochastic excitation has greater simi- 
larity than pulse instrumentation to 
the instrumentation used for cw NMR 
spectroscopy, so that modification of 
existing cw spectrometers may prove 
easier. Since few papers have been 
published so far involving the use of 
this method, the practical advantages 
and limitations have yet to be deter- 
mined. 

Summary 

The recent introduction of Fourier 
transform methods is revolutionizing 
IR and NMR spectroscopy. The appli- 
cation of IR interferometry or of NMR 
pulse methods, followed by Fourier 
transformation of the resultant inter- 
ferogram, permits acquisition of spec- 
tral data in a time that is orders of 
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Fig. 10. The "'C FT spectrum of 4,8-dodecadiene at 25 megahertz, resulting from 256 
pulses repeated at 2.1-second intervals under conditions of complete 'H decoupling. 
The unlabeled peak near the center of the spectrum is from dioxane added to the 
sample. The insets show abscissa scale expansions for the four lowest frequency peaks 
and the four highest frequency peaks. A JEOL model PFT-100 spectrometer was 
used. [Courtesy of Dr. V. Mockel, Firestone Tire and Rubber Company] 
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Fig. 11. The 25-megahertz 1'C FT spectrum of nisin at a concentration of 0.02M in 
acidified DO2 (16). The spectrum results from 60,000 pulses repeated every 0.89 sec- 
ond, over a total data accumulation time of about 15 hours. A JEOL model PFT-100 
spectrometer was used. 
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Fig. 12. Partially relaxed 25-megahertz :'C FT spectra (aliphatic carbons only) of 
di-n-butylformamide, obtained by Levy and Nelson (20). Each spectrum was produced under complete computer control from a 180?, r, 90? pulse sequence for the value 
of r indicated. The actual plot generated by the computer is the difference between 
an ordinary equilibrium spectrum (from a single 90? pulse) and the spectrum from 
the above sequence. The value of Ti can be obtained from a semilogarithmic plot of 
signal amplitude versus r or alternatively can be determined as the value of r for 
which the signal has decreased to 1/e of its value for r=-0. A Varian XL-100-FT 
spectrometer was used. [Courtesy of Dr. G. Levy, General Electric Company] 
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magnitude less than by conventional 

spectroscopic methods. This reduction 
in time permits the study of transient 
species, or by "time-averaging" proce- 
dures S/N may be improved without 
the expenditure of inordinate amounts 
of time. The FT method finds especially 
important application in the study of 
NMR spectra of nuclei of low sensitiv- 

ity and low abundance, such as 13C. 
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Most scientists are aware that science 
is a highly stratified institution. Power 
and resources are concentrated in the 
hands of a relatively small minority. For 
the past several years we have been 

studying the social stratification system 
of science (1-3). Most of our research 
has concentrated on the social processes 
through which individual scientists are 

evaluated, to discover why some scien- 
tists rise quickly to positions of emi- 
nence and others remain relatively ob- 
scure. Two conflicting theories explain 
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social mobility in science. According 
to one theory the stratification sys- 
tem of science operates on strictly uni- 
versalistic criteria: the scientists who 

publish the most significant work re- 
ceive the ample recognition they de- 

serve; those not publishing significant 
work are ignored. According to the 
other theory, a small elite at a handful 
of universities and government-sup- 
ported laboratories control the social 
institutions of science in such a way as 
to perpetuate their own ideas and as- 
sure Ithe social mobility of their intel- 
lectual children. The results of our re- 
search have for the most part supported 
the former theory. We have found that 

quality of published research explains 
more variance than any other variable 
on several types of recognition. 
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Contributions from Scientific Strata 

to Progress in Science 

Whereas most of our previous re- 
search has dealt with the processes 
through which individuals find their 
level in the stratification system, in this 
article we analyze another problem. We 
present data evaluating the comparative 
contributions of the various scientific 
strata to scientific progress, indicating 
whether progress is built on the labor of 
all "social classes" or is primarily de- 
pendent on the work of an "elite." In 
the past, historians and philosophers of 
science have attributed much of the 
growth of science to the work of the 
average scientist, who, it is suggested, 
has paved the way with his "small" dis- 
coveries for the men of genius-the 
great discoverers. This hypothesis is 
asserted in many sources, but perhaps 
no more clearly than in the words of 
Jose Ortega y Gasset (4): 

For it is necessary to insist upon this 
extraordinary but undeniable fact: ex- 
perimental science has progressed thanks 
in great part to the work of men as- 
toundingly mediocre, and even less than 
mediocre. That is to say, modern science, 
the root and symbol of our actual civil- 
ization, finds a place for the intellectually 
commonplace man and allows him to 
work therein with success. In this way 
the majority of scientists help the gen- 
eral advance of science while shut up 
in the narrow cell of their laboratory, 
like the bee in the cell of its hive, or the 
turnspit of its wheel. 
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