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The Pressure Variable 
Materials Resear4 

Experiments at high pressure reveal trends in crys 
structure, superconductivity, and magneti, 

D . B. McW 

The variation of physical properties 
with pressure provides new insight into 
materials at 1 atmosphere, and the pres- 
sure variable adds a new dimension to 
the synthesis of materials. Building on 
the pioneering work of P. W. Bridgman 
and sparked by the successful synthesis 
of diamonds in the laboratory, the field 
of research at high pressure has ex- 
panded at a rapid rate during the last 
decade. It is now possible to carry out 
a wide variety of sophisticated experi- 
ments at ever increasing ranges of pres- 
sure and temperature. In order to con- 
vey the flavor of this field, I will con- 
centrate in this article on the tip of the 
iceberg, namely, the elements of the 
periodic table and will illustrate the 
effect of pressure on only a few prop- 
erties. Clearly, many more fascinating 
things can occur in the vast number of 
compounds that can be made. 

It has been found that the applica- 
tion of pressure tends to smooth out 
differences in crystal structure, density, 
and compressibility in the elements and 
that, with increasing pressure, many in- 
sulators are transformed into metals 
which are often superconducting at low 
temperatures. At high pressure the sim- 
ple metals such as the alkali metals 
have properties similar to those of typi- 
cal transition metals, and the onset of 
magnetic ordering in the 3d transition 
metals is very sensitive to pressure. 

These are only a few 
more detailed informat 
topics of research at hit 
be found in other revi( 
8). I will not discuss tl 
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available compression data can be rep- 
resented by a two-parameter equation 
if we assume a linear dependence of 
the bulk modulus B on pressure P: 

in B = (P/O In V) r=Bo - Bo' P (1) 

rch where V is the volume, T is the tem- 

perature, and Bo and Bo' are the bulk 
modulus and its first pressure deriva- 

;tal tive in the limit of P->0 [see the curve 
for tungsten in Fig. 2 (11)] (12). 

sm. The curve (Fig. 2) for cesium is 
markedly different from ithat for tung- 
sten. Between the phase transitions at 

han 42.5 and 120 kilobars the bulk modulus 
increases dramatically (13). At a pres- 
sure of 120 kilobars the ratio of the 
bulk modulus of tungsten to that of 

i samples, and cesium has been reduced from the value 
ion on specific of 200 at 1 atmosphere to 3. This type 
gh pressure can of anomaly is not limited to cesium; 
ew articles (1- almost all of the pretransition elements 
he experimental and many of the d and / transition ele- 
igh pressure ex- ments near the beginning of each series 
vith the present also have abrupt increases in bulk 
ble to achieve moduli. For example, in the 4d transi- 
indred kilobars tion series the anomalies occur at 330 
nospheres) at kilobars (strontium), 460 kilobars 
om about 1? to (yttrium), 530 kilobars (zirconium), 
r cases it is pos- and 860 kilobars (niobium) (14). 
Ixpensive equip- These anomalies occur in elements with 
;e high-pressure partially filled d bands, and they may 
y. reflect electronic transitions in which 

electrons are transferred from sp bands 
to d bands (14, 15). 

Table This abrupt increase in bulk modulus 
may be contrasted to the larger bulk 

rties of the ele- moduli of the d transition metals com- 
periodicity with pared with those of the sp-bonded ele- 
er; for example, ments at 1 atmosphere (see Fig. 1). In 
nsity, and bulk both cases the larger bulk moduli coin- 
Fig. 1 (9). The cide with the higher densities, a result 
se elements are which suggests that their origin may 
iible has led to lie in 'the interaction of the ion cores 
e periodicity in with the bonding electrons. 
ed out at pres- The present theory of cohesion in 
gabars (10). It metals does not account for these large 
retransition ele- bulk moduli. In the simple metals the 
uously less com- kinetic energy of the conduction elec- 
re and thus the trons is lower than that of the isolated 
bility is also re- atoms because the electrons can move 
)us change and throughout the metal. This freedom of 
ussed below, motion allows the electrons to take bet- 
iase transitions, ter advantage of the potential energy 
in Fig. 1 are of the ions and results in a lower energy 
essure, and the in the metal than in the isolated atoms, 
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that is, a cohesive energy. This effect 
is balanced by the Pauli exclusion prin- 
ciple which says that electrons of iden- 
tical spin and momentum may not 
occupy the same volume (16). The in- 
creased cohesion in the transition 
metals is attributed to the broadening 
of the atomic d levels into a band as 
the atoms are brought together. The 
average energy of the total d band is 
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the same as that of the atomic levels; 
however, for an unfilled d band the 
average energy is lower, and this leads 
to additional cohesive energy. This sim- 
ple picture gives approximately the 
observed energy and its parabolic vari- 
ation with the number of 4d or 5d 
electrons (17). It does not include a 
repulsive term which can account for 
the observed bulk moduli, however. If 
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Fig. 1. Periodic table showing the occurrence of phase transitions (heavy borders) at 
room temperature and pressures up to several hundred kilobars. The occurrence of 

superconductivity at low temperatures is indicated by diagonal lines (1 atmosphere) 
or solid triangles (only at high pressure). The curves below the periodic table show 
the periodic variation in (A) the cohesive energy (in kilocalories per gram atom), 
(B) density (in gram atoms per cubic centimeter), and (C) bulk modulus (in kilobars) 
with atomic number: (solid lines) potassium through krypton; (dotted lines) rubidium 
through xenon; (dashed lines) cesium through radon. The vertical step in the curves 
for cesium through radon is the lanthanide contraction from lanthanum to lutetium. 
The crystal structurse are designated by numbers. The Structurbericht notation is used 
for structures 1 through 20, that is, 1 - Al (face-centered cubic), 2 = A2 (body- 
centered cubic), 3 A3 (hexagonal close-packed), and so forth; 21, double hexagonal 
close-packed; 22, samarium structure; 23, w phase related to body-centered cubic; 24, 
tetragonal; 25, cubic-intermediate high pressure phase; 26, tetragonal-intermediate high 
pressure phase; 27, tetragonal distortion of body-centered cubic; 28, simple cubic; 29, 
monoclinic related to A5; 30, similar but unknown structure; 31, simple rhombohedral; 
32, antiferromagnetic, orthorhombic distortion of body-centered cubic. The data are 
from (9, 18-23, 30). 
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the origin of this term is the interaction 
between the conduction electrons and 
the ion cores, then it may be more 
profitable to study the simple metals at 

high pressure. In this way the inter- 
action could be increased in a con- 
trolled manner. 

The band-broadening model for co- 
hesion in the transition metals does not 
work even at 1 atmosphere for the 3d 
series. The elements in the series which 
are magnetic have lower cohesion ener- 
gies than one would expect on the basis 
of a scaling with the 4d and 5d series. 
The very low value of cohesive energy 
for manganese implies that it is much 
more atomic-like and that it does not 
gain the band energy which contributes 
to the cohesive energy of the solid. 
Perhaps under pressure manganese be- 
comes more band-like, and experiments 
at very high pressures would be an 
important way to study the delocaliza- 
tion of the 3d electrons. 

Trends in Crystal Structure 

Physical properties are often struc- 
ture-sensitive, and trends in structure 
as a function of pressure are a useful 

guide for the synthesis of new materials 
with a given structure or property. Over 
one-third of the elements have phase 
transitions at room temperature and 

pressures of a few hundred kilobars. 
The available data are summarized in 

Fig. 1. Evidence for the occurrence of 
a transition is taken from x-ray dif- 
fraction studies- (18), resistivity mea- 
surements (19), and the discontinuous 

appearance of superconductivity at low 

temperatures (20). In favorable cases 
the high-pressure phase may be re- 
tained in a metastable state at 1 atmo- 

sphere (21). The elements with phase 
transitions are indicated by the dark 
borders, and the structures are desig- 
nated by numbers with the highest 
pressure phase on the bottom. The 
numbers in parentheses indicate that 
the structure is not known unambigu- 
ously (22). 

There is a clear trend for elements 
in any given group of the periodic table 
to adopt similar structures at high pres- 
sure. In the transition metals only a 

manganese is not isostructural with the 
rest of its group, but it is anomalous 
in most of its properties, as indicated 
above (23). The data in Fig. 1 (which 
admittedly are incomplete and cover a 
limited pressure range) lead to the 

speculation that, if enough pressure 
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were applied to the elements in each 
group of the periodic table, the ele- 
ments would become isostructural. This 
idea implies that it is possible to con- 
struct generalized phase diagrams for 
each group as shown for the group V 
elements phosphorus, arsenic, anti- 
mony, and bismuth (Fig. 3) (.24) and 
the rare-earth metals (Fig. 4) (25). 

The diagram for the group V ele- 
ments is speculative and probably 
would not be valid for alloys made 
from other than adjacent elements be- 
cause of size differences. However, 
there is a clear trend both with increas- 
ing pressure and with atomic number 
from a semiconductor to a semimetal 
with a distorted simple cubic structure 
to a metallic, simple cubic phase. This 
metallic phase and the higher pressure 
phases all become superconducting at 
low temperatures. 

A series of structures involving only 
different stacking sequences of hexag- 
onal close-packed layers of atoms is 
found in the rare-earth metals (26). 
Here there is a relation between the 
volume at which a certain phase exists 
and the atomic number (or number of 
4f electrons). 

The theoretical analysis of phase 
stability is very complicated because of 
the small energy changes involved in 
most phase transitions (27). There are 
roughly two classes of transitions: 
those involving major changes in bond- 
ing character, as exemplified by the 
group V elements (Fig. 3), and those 
involving slight distortions from simple 
structures or small changes in volume, 
as in the rare-earth metals (Fig. 4). 
Little real progress has been made in 
understanding the former class of tran- 
sitions, but perhaps some of the recent 
extensions of Pauling's concept of 
"ionicity" will lead to new insight into 
this area (28). In the latter class of 
transitions it may be possible to sepa- 
rate a structure-determining factor be- 
cause many of the contributions to the 
total energy of each phase are mainly 
volume-dependent. In one reasonably 
successful model the structure-deter- 
mining factor is assumed to be the con- 
tribution to the total energy arising 
from the electronic band structure 
(29). The energy spectrum of the 
electron gas will be perturbed by the 
lattice. In many cases a distortion or 
change in the stacking sequence of 
simple structures can lower the band 
structure energy, and in this way many 
of the observed structures and phase 
transitions have been rationalized (29). 
19 MAY 1972 

A Dozen New Superconductors 

The occurrence of numerous phase 
transitions at high pressure has led to 
the discovery of many new supercon- 
ductors. At the present time it is known 
that one-third of the elements that be- 
come superconducting are supercon- 
ducting only at high pressure. This in- 
formation is summarized in the upper 
part of Fig. 1 where the diagonal lines 
indicate the superconducting elements 
and the solid triangles designate those 
that are superconducting only at high 
pressure (30). In some cases it is pos- 
sible to quench the high pressure phases 
[for example, antimony (31)] and to 
study the superconducting properties at 
I atmosphere, but this possibility is more 
common in compounds than it is in the 
elements. The compounds containing 
elements from groups III and V, such 
as InSb (32), were among the first to 
be quenched, and recently reasonably 
high transition temperatures (15? to 
17?K) have been observed in some 
carbides ithat were synthesized at high 
pressure and then quenched to ambient 
conditions (33). In the case iof the 
elements it has been necessary to carry 
out experiments under the difficult con- 
ditions of simultaneous ultrahigh pres- 
sures and ultralow temperatures. These 

Pressure (kbar) 
Fig. 2. A plot of bulk modulus versus 
pressure for tungsten and cesium showing 
a linear increase in tungsten and anoma- 
lous stiffening in cesium between phase 
transitions at 42.5 and about 120 kilobars. 
Below and above these transitions cesium 
has a linear increase in bulk modulus with 
pressure. Circles and triangle are from 
static compression measurements, and 
squares and diamonds are from shock- 
wave experiments, as discussed in the 
text and (11, 13). 

studies have led to a much broader view 
of superconductivity than one might 
have had a decade ago. Not only does 
superconductivity occur in some transi- 
tion elements and in a few elements 
like tin and lead, but it has been found 
at high pressure even in the alkali 
[cesium (34)] and alkaline-earth [bari- 
um (35)] elements and in many of the 
elements on the right side of the peri- 
odic table [selenium (36) and tellurium 
(37), for example]. There appears to 
be a general trend in which the super- 
conducting transition temperatures in- 
crease in successive high pressure 
phases; for example, the sequence in 
bismuth is 3.9?, 7.1?, and 8.3?K (38). 
In essentially all cases the appearance 
of superconductivity is accompanied by 
a change in crystal structure. This re- 
sult further emphasizes the sensitivity 
of many phenomena to structure. [In 
the case of yttrium there is no evidence 
for a phase transition, but high pres- 
sure x-ray studies have not been made 
(34).] Studies at high pressure have 
not yet led to a definitive answer to the 
question of how or whether supercon- 
ductivity is destroyed by pressure in a 
given structure. In many materials the 
superconducting transition temperature 
decreases with pressure. Whether it ap- 
proaches zero exponentially or linearly 
as a function of volume is difficult to 
decide experimentally. This investiga- 
tion would be an interesting test of 
some aspects of the theory of super- 
conductivity. 

Onset of Magnetism in Transition 

Metals 

Although superconductivity is a very 
common phenomenon among the ele- 
ments, magnetism is limited to the 3d 
metals chromium, manganese, iron, co- 
balt, and nickel and to the rare-earth 
metals with partially filled 4f states. In 
an effort to understand the origins of 
magnetism, the onset at chromium has 
been studied extensively. The magnetic 
properties of chromium are very sensi- 
tive to the detailed shape of the Fermi 
surface which proves, in turn, to be 
very pressure-sensitive. 

Chromium is probably the unique 
example of itinerant antiferromagne- 
tism; that is, above a Neel temperature 
TN of 312?K there is no evidence for 
the existence of localized magnetic mo- 
ments such as are found, for example, 
in the rare-earth metals. The Fermi 
surface is such that there are pockets 
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of electrons and holes of similar size 
and shape. It is believed that the at- 
tractive coulomb interaction between 
the electrons and holes in the matching 
pockets causes them to condense into 
electron-hole pairs with parallel spin 
(triplet excitons) at low temperatures. 
This condensation is a cooperative ef- 
fect which results in a spin density wave 
whose periodicity may or may not be 
commensurate with the lattice (39). 
The fact that the electron-hole pairs 
have a lower energy at low tempera- 
tures results in the formation of a 
temperature-dependent energy gap in 
the electronic spectrum. The density of 
states at the Fermi surface is reduced 
as the excitons condense. This causes 
the electrical resistivity to increase be- 
low TN. By studying the electrical re- 
sistivity as a function of temperature 
at different pressures, the dependence 

of TN on pressure may be determined 
as shown in Fig. 5 (19, 40). In addi- 
tion, by scaling the resistivity in the 
paramagnetic region of two curves at 
widely different pressures, the magnetic 
contribution to the resistivity below TN 

may be obtained. This contribution may 
be interpreted in terms of the tempera- 
ture-dependent energy gap and the 
fraction of the Fermi surface that is 
destroyed by the magnetic ordering 
(40). This is shown in the inset in Fig. 
5. The energy gap at T= 0?K, ob- 
tained from fitting the data to the theo- 
retical curve (solid line in the inset), 
is close to that observed directly in 
optical measurements (41). 

The Neel temperature of chromium 
is much more strongly pressure-depen- 
dent than that of any of the other ele- 
ments which order magnetically, with 
(d In TN)/(d In V) = 26.5 for chro- 

mium and 0 to 2 for other elements 
(4). Furthermore, the pressure depen- 
dence is not linear but follows the rela- 
tion 

TN = TN(O) exp(-26.5AV/Vo) 

where TN(O) and Vo refer to quantities 
in the limit of P->0. This exponential 
variation is predicted by the theory for 
high temperatures (40). In the availa- 
ble pressure range (P < 80 kilobars) 
the antiferromagnetism in chromium 
cannot be completely suppressed, but, 
by alloying chromium with small 
amounts of vanadium or molybdenum, 
it is possible to lower the critical pres- 
sure into the experimentally observable 
range. This result is shown in Fig. 6 
for three alloys for which the magnetic 
contribution to the resistivity in the 
limit of T->0?K is plotted versus pres- 
sure (41, 42). Theoretically it has been 
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Squares and diamonds are from resistivity measurements of McWhan and Kolobyanina et al. (24), respectively; open and solid 
symbols designate different phase transitions; triangles are the pressures at which discontinuous changes in the superconducting transi- 
tion temperature occur; circles are from x-ray measurements; the inverted triangle is from Bridgman's resistivity measurements [see 
(13)]. Fig. 4 (right). Tentative generalized phase diagram for the rare-earth metals showing the sequence of close-packed 
phases as a function of volume and of the number of 4f electrons or atomic number (25); (circles) face-centered cubic to double 
hexagonal close-packed transition; (diamonds) samarium type to double hexagonal close-packed transition; (squares and triangles) 
hexagonal close-packed to samarium type transition in elements and alloys, respectively. 
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shown that at low temperatures the 
band structure of the group VI ele- 
ments (chromium, molybdenum, and 
tungsten) leads to anomalies in the one- 
electron band susceptibility (43). As 
a result of these so-called "Kohn cusp- 
type" anomalies, it has been predicted 
that the Neel temperature as TN--O 
should be a linear function of (P- Pc), 
where P. is the critical pressure for the 
suppression of antiferromagnetism (41). 
In alloys there are depairing effects 
(that is, breaking up of electron-hole 
pairs by impurities) which tend to 
smear out the anomalies and to change 
the pressure dependence. The available 
results on a series of alloys strongly 
suggest that in pure chromium TN will 
go to zero linearly in agreement with 
the theory. The shape iof the magnetic 
resistivity curves shown in Fig. 6 is 
much more difficult to calculate. A 

large change in slope is expected be- 
tween the low- and high-temperature 
regions because of the impurity depair- 

ing effects, but the detailed shape of 
the curve is not understood (42). 

Pure chromium has a periodicity that 
is incommensurate with the lattice, but 
the addition of manganese to chromi- 
um results in a discontinuous jump to 
a commensurate structure. A similar 
transition as a function of an external 
variable such as pressure was predicted 
theoretically on quite general grounds 
(44). Recent experiments show a sharp 
change in the pressure dependence of 
TN as a function of pressure in a series 
of chromium-manganese and chromi- 
um-ruthenium alloys, in agreement with 
the theoretical prediction (42). By 
mapping out the temperature-pressure 
phase diagram for these alloys, it has 
been possible to determine experimen- 
tally the change in TN resulting from 
the depairing effects of the impurities. 
Thus significant contributions to -the 
understanding of magnetism in chromi- 
um have been made by the use of the 
pressure variable. 

Semimetal-Semiconductor 

The Group V Elements 

Transitions: 

The magnetism in chromium is de- 
pendent on a subtle matching of parts 
of the Fermi surface, and the magnet- 
ism is very pressure-sensitive. It is also 
possible to have electronic transitions 
that involve not cooperative effects but 
the crossing or uncrossing of the con- 
duction and valence bands as a function 
of pressure at temperatures above 0?K. 
This type of semimetal-semiconductor 
transition seems Ito occur in the face- 
centered cubic, divalent metals calcium 
(19), strontium (45), and ytterbium 
(45, 46) and also in some of the group 
V elements. In an effort to illustrate the 
variety of phenomena that can occur, I 
will discuss the group V elements in 
more detail. 

The crystal structures of arsenic, 
antimony, and bismuth at 1 atmosphere 
may be viewed as a rhombohedral dis- 
tortion of a simple cubic structure in 
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top to bottom) showing the strong dependence of the Neel temperature on pressure (from 40). The inset shows the temperature 
dependence of the magnetic contribution to the resistivity; points in the inset are the difference between the solid and scaled dashed 
curves in the main figure (see text). The solid, theoretical curve in the inset is calculated as described in the text and (40). Fig. 6 
(right). Variation of the magnetic contribution to the resistivity with pressure at 4.2?K for several chromium alloys showing the sup- 
pression of the itinerant antiferromagnetic state with pressure [from (42)1. Distinct symbols represent separate experiments. 
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which there are two atoms per unit cell 
at the positions + (u,u,u). If the rhom- 
bohedral angle, a, equals 60? and the 
positional parameter, u, equals /4, then 
the structure is simple cubic. The param- 
eters for the group V elements are in 
the range a = 54? to 57? and u = 0.23 
to 0.24 with the distortion from the 

simple cubic structure decreasing as one 
goes from arsenic to bismuth (47). 
Both a and u approach the cubic values 
with increasing pressure (48). This in- 
crease in a toward 60? with decreasing 
volume, (V0- V) / V0, is illustrated for 

antimony and arsenic in Fig. 7 (49). 
Although the structural properties of 

the group V elements show a marked 
similarity with increasing pressure, their 
electrical properties vary quite differ- 
ently. The temperature coefficient of 
electrical resistivity of bismuth becomes 
negative at high pressure (see Fig. 8), 
thus suggesting that bismuth has a con- 
tinuous transition from a semimetal 
with a small overlap of the valence and 
conduction bands to a semiconductor 
(50, 51). Measurement of the pressure 
dependence of both the frequency of 
the de Haas-Shubnikov oscillations (52) 
and the residual resistivity (51) con- 
firms that the Fermi surface shrinks 
to zero at P = 25 kilobars. 

The Fermi surface of bismuth con- 
sists of separated pockets of electrons 
and holes in momentum space, where- 
as that of arsenic consists of holes and 
pockets that are connected (53). If the 
pockets become disconnected, thereby 
changing the topology of the Fermi sur- 
face, then the resulting electronic transi- 
tion will cause anomalies in many of 
the physical properties (54). From 
measurements of the pressure derivative 
of the de Haas-van Alfen frequencies 
and. from band structure calculations, it 
has been shown that this transition oc- 
curs in arsenic as a function of pressure 
at 1.8 kilobars and 1.1?K (55). The 
elastic properties of arsenic are much 
more anisotropic than those of anti- 
mony and bismuth as illustrated in Fig. 
7 (56). Initially the rhombohedral angle 
increases rapidly and then approaches 
the slope observed for antimony (57). 
It is possible that this result reflects the 
electronic effects observed at low tem- 
peratures, and further work on arsenic 
may lead to new insight into this type 
of electronic transition. 

In both bismuth and arsenic the 
Fermi surface shrinks with increasing 
pressure, making them less metallic. In 

antimony, however, which lies between 
arsenic and bismuth in the periodic 
table, the number of carriers increases 
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Fig. 7. Variation of the rhombohedral 
angle of the unit cells of antimony and 
arsenic with volume, showing the ap- 
proach toward an undistorted simple cubic 
cell (a = 60?). Triangles are from linear 
compression measurements, and other sym- 
bols are from x-ray measurements (49). 
The initial slopes for antimony and arsenic 
are calculated from elastic constant and 
x-ray measurements, respectively (56). The 
dotted curve for antimony is from Kolo- 
byanina et al. (18). 

with increasing pressure, making it 
more metallic (58). This is illustrated 
in Fig. 8 where the temperature depen- 
dence and magnitude of the resistivity 
of antimony are those corresponding to 
metallic behavior even at 45 and 60 
kilobars (59). Using band structure 
calculations based on the pseudopo- 
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Fig. 8. Resistivity versus temperature at 
different pressures for bismuth (51) and 
antimony (59) showing how bismuth be- 
comes less metallic and antimony becomes 
more metallic with increasing pressure. 
Curves for bismuth are for 25 kilobars 
and after releasing pressure. 

tential method, one can fit the experi- 
mental Fermi surface data at 1 atmo- 
sphere, but one cannot at present 
explain the differences in the pressure 
dependence of the Fermi surfaces of 
arsenic, antimony, and bismuth (60). 

New Transition Metals? 

A more fundamental change in band 
structure as a function of pressure is 
thought to occur in some of the pre- 
transition elements and the light rare- 
earth metals. It appears that under 

pressure these elements become similar 
to d transition metals. The most com- 
plete data are available for cesium and 
cerium for which it is believed that 
6s and 4f electrons, respectively, are 
promoted to 5d states. Recent experi- 
ments on both metals suggest that a 
single transition to d states does not 
take place but that an intermediate 
phase exists. 

Cesium is the most anomalous of 
the alkali metals with respect to the 
effects of pressure. It has a maximum 
in its melting point as a function of 
pressure and a subsequent minimum 
at the 42.5-kilobar transition (61). At 
a pressure of 42.5 kilobars there are 
actually two closely spaced transitions. 
At the first there is no change in struc- 
ture, but there is a 12 percent change 
in volume and an increase of a factor 
of 2 in the electrical resistivity (62). 
When the pressure has increased by less 
than 1 kilobar, there is another transi- 
tion accompanied by a phase change to 
an unknown structure and a drop in 
the resistivity to the value observed for 
the first phase (62). Both the first and 
third phases have an anomalously large 
T2 term in the resistivity which peaks 
at the transition in each phase (63). 
There are further anomalies in the be- 
havior of cesium near 120 kilobars. As 
shown above, the bulk modulus rises 

anomalously between 42.5 and 120 
kilobars. Superconductivity has been 
observed only above 120 kilobars (34). 
Finally, there is a large rise in resistivity 
at 120 kilobars. A similar rise in resis- 

tivity has been observed at higher pres- 
sures in the other alkali metals with 
available d states (for example, rubidi- 
um and potassium) (64). These results 
suggest that the conversion to a d tran- 
sition metal starts at 42.5 kilobars, but 
that it is not complete until 120 kilo- 
bars. 

The transition from rare-earth metal 
to d transition metal in cerium appears 
to take place in stages. At a pressure 
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of I atmosphere cerium has one local- 
ized 4/ electron, and it orders antiferro- 
magnetically at low temperatures. At 7 
kilobars there is a transition with no 
change in structure and an 11 percent 
change in volume (18). However, ce- 
rium becomes superconducting only at 
50 kilobars where there is another phase 
transition (65). The structure of the 
higher pressure phase resembles that 
found in the group IV elements tita- 
nium, zirconium, and hafnium, which 
is the structure cerium would have if it 
had completely lost its 4/ electron (18., 
22). The intermediate phase appears to 
be a transitional one between localized 
4f states and 5d states, as it is neither 
magnetically ordered nor superconduct- 
ing (66). 

Summary 

In this article I have -touched on only 
a few of the areas of research in which 
the pressure variable has led to new in- 
sight into materials at 1 atmosphere. 
Clearly in compounds other trends in 
structure and physical properties are 
significant, and many of 'them have 
been studied extensively. One example 
is in the transition from metal to in- 
sulator which occurs in several transi- 
tion metal oxides. The combination of 
doping experiments and experiments at 
high pressure has shown that V203 
must be considered as part of a more 
general phase diagram for metal-insula- 
tor transitions (67). It has been argued 
that the transition involves a funda- 
mental change from band states in the 
metal to localized states in the insulator 
(67) and that it is a "Mott" transition 
(68). As theoretical interest in the 
pressure variable increases, it is reason- 
able to look forward to the continued 
growth of research at high pressure. 
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survive in the presence of antibiotics. 
According to the tenets of microbial 

genetics, mutant strains should acquire 
resistance to only one antibiotic at a 
time, and organisms resistant to several 

drugs should arise in nature only by the 
accumulation of successive mutations. 
It is therefore quite extraordinary that 
there has been a dramatic increase in 
the frequency of occurrence of Entero- 
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bacteriaceae with multiple drug resis- 
tance in essentially all countries in 
which the problem has been examined. 

In general, the multiple resistance of 
these microorganisms does not seem to 
have arisen in a series of discrete steps; 
but rather, resistance to all of the drugs 
appears to have been acquired simul- 

taneously. Genetic analysis has revealed 
that multiple drug resistance is speci- 
fied by an extrachromosomal element, 
which is referred to as a drug-resistance 
factor or R factor. Over the past decade, 
R factors have been studied extensively 
throughout the world because of their 
theoretical and practical consequences. 
We will review a number of their prop- 
erties, particularly those that are related 
to the biochemical mechanism of mul- 

tiple drug resistance and to the ways 
in which the level of drug resistance of 
host bacteria may be varied by the rep- 
lication and the dissociation and re- 
association of the components of R 
factors. 
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