
Measurement of some property of a 
thing in practice 'always takes the form 
of a sequence of steps or operations 
that yield as an end result a number 
that serves to represent the amount or 
quantity of some particular property of 
a thing-a number that indicates how 
much of this property the thing has, 
for someone to use for a specific pur- 
pose. The end result may be the out- 
come of la single reading of an instru- 
ment, with or without corrections for 
departures from prescribed conditions. 
More often it is some kind of average, 
for example, the arithmetic mean of a 
number of independent determinations 
of the same magnitude, or the final 
result of a least squares "reduction" of 
measurements of a number of different 
magnitudes that bear known relations 
with one another in accordance with a 
definite experimental plan. In general, 
the purpose for which the answer is 
needed determines the precision or ac- 
curacy required and ordinarily also the 
method of measurement employed. 

Although the accuracy required of a 
reported value depends primarily on 
the intended use, or uses, of the value, 
one should not ignore the requirements 
of other uses to which it is likely to 
'be put. A reported value whose accu- 
racy is entirely unknown is worthless. 

Strictly speaking, the actual error of 
a reported value, that is the magnitude 
and sign of its deviation from the truth 
(1), is usually unknowable. Limits to 
this error, however, can usually be in- 
ferred-with some risk of being incor- 
rect-from the precision of the mea- 
surement process by which the reported 
value was obtained, and from rea- 
sonable limits to the possible bias of 
the measurement process. The bias, or 
systematic error, of a measurement proc- 
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ess is the magnitude and direction of 
its tendency to measure something 
other than what was intended; its preci- 
sion refers to the typical closeness to- 
gether of successive independent mea- 
surements of a single magnitude gen- 
erated by repeated applications of the 
process under specified conditions; and 
its accuracy is determined by the 
closeness to the true value characteris- 
tic of such measurements. 

Precision and accuracy are inherent 
characteristics of the measurement proc- 
ess employed and not of the particular 
end result obtained. From experience 
with a particular measurement process 
and knowledge of its sensitivity to un- 
controlled factors, one can often place 
reasonable bounds on its likely system- 
atic error (bias). It is also necessary to 
know how well the particular value in 
hand is likely to agree with other 
values that the same measurement proc- 
ess might have provided in this in- 
stance, or might yield on remeasure- 
ment of the same magnitude on another 
occasion. Such information is provided 
by the estimated standard error 
(2) of the reported value, which mea- 
sures (or is an index of) the charac- 
teristic disagreement of repeated deter- 
minations of the same quantity by the 
same method, and thus serves to indi- 
cate the precision (strictly, the impreci- 
sion) of the reported value (3). 

Four Distinct Forms of 

Expression Needed 

The uncertainty of a reported value 
is indicated by stating credible limits 
to its likely inaccuracy. No single 
form of expression for these limits is 
universally satisfactory. In fact, differ- 

ent forms of expression are recom- 
mended, which will depend on the rela- 
tive magnitudes of the imprecision and 
likely bias, and their relative impor- 
tance in relation to the intended use of 
the reported value, as well as to other 
possible uses to which it may be put 
(4). 

Four distinct cases need to be recog- 
nized: (i) both systematic error and im- 
precision negligible, in relation to the 
requirements of the intended and likely 
uses of the result; (ii) systematic error 
not negligible, imprecision negligible; 
(iii) neither systematic error nor im- 
precision negligible; and (iv) systematic 
error negligible, imprecision not negli- 
gible. 

Specific recommendations with re- 
spect to each of these cases are made 
below. General guidelines upon which 
these specific recommendations are 
based are discussed in the following 
paragraphs. 

Perils of Shorthand Expressions 

Final results and their respective un- 
certainties should be reported in sen- 
tence form whenever possible. The 
shorthand form "a ? b" should be 
avoided in abstracts and summaries; and 
never used without explicit explana- 
tion of its connotation. If no explana- 
tion is given, many persons will take 
?b to signify bounds to the inaccuracy 
of a. Others may assume that b is the 
"standard error," or the "probable er- 
ror," of a, and hence the uncertainty 
of a is at least +3b, or 44b, respectively. 
Still others may take b to be an indica- 
tion merely of the imprecision of the in- 
dividual measurements, that is, to Ibe the 
"standard deviation," or the "average 
deviation," or the "probable error" of 
a single observation. Each of these in- 
terpretations reflects a practice of which 
instances can be found in current 
scientific literature. As a step in the 
direction of reducing this current con- 
fusion, it is recommended that the use 
of "a + b" in presenting results be 
limited to that sanctioned for the case 
of tabular results in the fourth recom- 
mendation of the section below headed 
"Systematic error not negligible, im- 
precision negligible." 

The author is a senior research fellow and 
former chief of the Statistical Engineering Labora- 
tory at the National Bureau of Standards, Wash- 
ington, D.C. 20234. The recommendations pre- 
sented in this paper have evolved at the Bureau 
over a period of many years and are made 
public here for general information, and to educe 
comments and suggestions. 
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Expression of the Uncertainties 
of Final Results 

Clear statements of the uncertainties of reported 
values are needed for their critical evaluation. 

Churchill Eisenhart 



Imprecision and Systematic Error 

Require Separate Treatment 

Since imprecision and systematic 
error are distinctly different components 
of inaccuracy, and are subject to dif- 
ferent treatments and interpretations in 

usage, two numerics respectively ex- 
pressing the imprecision and bounds 
to the systematic error of the reported 
result should be used whenever both 
of these errors are factors requiring 
consideration. Such instances are dis- 
cussed in the section below for the case 
of "Neither systematic error nor im- 

precision negligible." 
In quoting a reported value and its 

associated uncertainty from the litera- 
ture, the interpretation of the uncer- 

tainty quoted should be stated if given 
by the author. If the interpretation is 
not known, a remark to this effect 
is in order. This practice may induce 
authors to use more explicit formula- 
tions of their statements of uncertainty. 

Standard Deviation and Standard Error 

The terms standard deviation and 
standard error should be reserved to 
denote the canonical values for the 
measurement process, based on consid- 
erable recent experience with the mea- 
surement process or processes involved. 
When there is insufficient recent ex- 

perience, an estimate of the standard 
error (standard deviation) must of ne- 

cessity be computed by recognized sta- 
tistical procedures from the same mea- 
surements as the reported value itself. 
To avoid possible misunderstanding, in 
such cases, the term "computed (or 
estimated) standard error" ("computed 
standard deviation") should be used. A 
formula for calculating this computed 
standard error is given in tihe section 
below for the case of "Neither system- 
atic error nor imprecision negligible." 

Uncertainties of Accepted Values of 

Fundamental Constants or 

Primary Standards 

If the uncertainty in the accepted 
value of a national primary standard or 
of some fundamental constant of na- 
ture (for example, in the volt as main- 
tained at the National Bureau of Stan- 
dards, or in the acceleration of gravity 
g on the Potsdam basis) is an important 
source of systematic error affecting the 
measurement process, no allowance for 
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possible systematic error from this 
source should be included ordinarily 
in evaluating overall bounds to the sys- 
tematic error of the measurement proc- 
ess. Since the error concerned, what- 
ever it is, affects all results obtained 
by the method of measurement in- 
volved, to include an allowance for this 
error would be to make everybody's 
results appear unduly inaccurate rela- 
tive to each other. In such instances 
one should state: (i) that measurements 
obtained by the process concerned are 

expressed in terms of the volt (or the 

kilogram, or other unit) "as maintained 
at the National Bureau of Standards," 
or (ii) that the indicated bounds to the 

systematic error of the process are ex- 
clusive of the uncertainty of the stated 
value adopted for some particular con- 
stant or quantity. An example of the 
latter form of statement is: 

. . . neglecting the uncertainty of the value 
6.6256 X 10-84 joule seconds adopted for 
Planck's constant. 

Systematic Error and Imprecision 

Both Negligible 

In this case the reported result 
should be given, after rounding, to the 
number of significant figures consist- 
ent with the accuracy requirements of 
the situation, together with an explicit 
statement of its accuracy. An example 
is: 

... the wavelengths of the principal visible 
lines of mercury-198 have been measured 
relative to the 6057.802106 A (angstrom 
units) line of krypton-98, and their values 
in vacuum are 

5792.2685 A 
5771.1984 A 
5462.2706 A 
4359.5625 A 
4047.7146 A 

correct to eight significant figures. 

It needs to be emphasized that if no 
statement of accuracy or precision ac- 

companies a reported number, then, in 
accordance with the usual conventions 

governing rounding, this number will 
ordinarily be interpreted as being ac- 
curate within ??/2 unit in the last signif- 
icant figure given; that is, it will be 
understood that its inaccuracy before 
rounding was less than ? 5 units in the 
next place. The statement "correct to 
eight significant figures" is included ex- 
plicitly in the foregoing example, rather 
than left to be understood in order to 
forestall any concern that an explicit 
statement of lesser accuracy was in- 
advertently omitted. 

Systematic Error Not Negligible, 

Imprecision Negligible 

When the imprecision of a result is 
negligible, but the inherent systematic 
error of the measurement process con- 
cerned is not negligible, then the fol- 
lowing rules are recommended: 

1) Qualification of a reported result 
should be limited to a single quasi- 
absolute type of statement that places 
bounds on its inaccuracy. 

2) These bounds should be stated to 
no more than two significant figures. 

3) The reported result itself should 
be given (that is, rounded) to the last 
place affected by the stated bounds 
(unless it is desired to indicate and 

preserve such relative accuracy or pre- 
cision of a higher order that it may 
possess for certain particular uses). 

4) Accuracy statements should be 
given in sentence form in all cases, 
except when a number of results of 
different accuracies are presented, for 
example, in tabular arrangement. If it 
is necessary or desirable to indicate 
the respective accuracies of a number 
of results, the results should be given 
in the form a ? b (or a -, if neces- 

sary) with an appropriate explanatory 
remark (as a footnote to the ta!ble, 
or incorporated in the accompanying 
text) to the effect that the ?b, or +b 

signify bounds to the systematic errors 
to which the a's may be subject. 

5) The fact that the imprecision is 
negligible should be stated explicitly. 

The particular form of the quasi- 
absolute type of statement employed 
in a given instance will depend ordi- 
narily on personal taste, experience, 
current and past practice in the field 
of activity concerned, and so forth. 
Some examples of good practice are: 

... is (are) not in error by more than 1 
part in (x). 
... is (are) accurate within ? (x units) 
[or ? (x) percent]. 

. is (are) believed accurate within 
(. . .). 

Positive wording, as in the first two 
of these quasi-absolute statements, is 
appropriate only when the stated 
bounds to the possible inaccuracy of 
the reported value are themselves relia- 
bly established. However, when the in- 
dicated bounds are somewhat conjec- 
tural, it is desirable to signify this 
fact (and put the reader on guard) by 
inclusion of some modifying expres- 
sion such as "believed," "considered," 
"estimated to be," "thought to be," and 
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so forth, as exemplified by the third of 
the foregoing examples. 

The term uncertainty may sometimes 
be used effectively to achieve a concise- 
ness of expression otherwise difficult or 

impossible to attain. Thus, one might 
make a statement such as: 

The uncertainties in the above values 
are not more than ? 0.5?C in the range 
0?C to 1100?C, and then increase to ? 
2?C at 1450?C, 

or 

The uncertainty in this value does not 
exceed . . . excluding (or, including) the 
uncertainty of ... in the value ... adopted 
for the (reference standard involved). 

A statement giving numerical limits 
of uncertainty as in the above should 
be followed by a brief discussion tell- 
ing how the limits were derived. 

Finally, the following forms of quasi- 
absolute statements are considered poor 
practice, and are to be avoided: 

The accuracy of ... is 5 percent. 
The accuracy of ... is ? 2 percent. 

These are presumably intended to 
mean that the result concerned is not 
inaccurate, that is, not in error, by 
more than 5 percent or 2 percent, re- 

spectively, but they explicitly state the 
opposite. 

Neither Systematic Error Nor 

Imprecision Negligible 

When neither the imprecision nor the 

systematic error of a result are negligi- 
ble, then the following rules are rec- 
ommended: 

1) A reported result should be quali- 
fied by a quasi-absolute type of state- 
ment that places bounds on its sys- 
tematic error, and a separate statement 
of its standard error or its probable 
error, or of an upper bound thereto, 
whenever a reliable determination of 
such value or bound is available. Other- 
wise a computed value of the standard 
error, or, probable error, so designated, 
should be given together with a state- 
ment of the number of degrees of 
freedom on which it is based. 

2) The bounds to its systematic error 
and the measure of its imprecision 
should be stated to no more than two 
significant figures. 

3) The reported result itself should 
be stated at most to the last place af- 
fected by the finer of the two qualify- 
ing statements (unless it is desired to 
indicate and preserve such relative ac- 
curacy or precision of a higher order 
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that it may possess for certain particu- 
lar uses). 

4) The qualification of a reported 
result with respect to its imprecision 
and systematic error should be given 
in sentence form, except when results 
of different precision or with different 
bounds to their systematic errors are 
presented in tabular arrangement. If 
it is necessary or desirable to indicate 
their respective imprecisions or bounds 
to their respective systematic errors, 
such information may Ibe given in a 

parallel column or columns, with ap- 
propriate identification. 

Here, and in the next section, the 
term standard error is to be under- 
stood as signifying the standard devia- 
tion of the reported value itself, not as 

signifying the standard deviation of the 
single determination (unless, of course, 
the reported value is simply the result 
of a single determination). 

The above recommendations should 
not be construed to exclude the pres- 
entation of a quasi-abolute type of state- 
ment placing bounds on the inaccuracy, 
that is, on the overall uncertainty, of a 
reported value, provided that separate 
statements of its imprecision and its 

possible systematic error are included 
also. To be in good taste, the 'bounds 
indicating the overall uncertainty 
should not be numerically less than the 
corresponding bounds placed on the 
systematic error outwardly increased by 
at least three times the standard error. 
The fourth of the following examples 
of good practice is an instance at 
point: 

The standard errors of these values do 
not exceed 0.000004 inch, and their sys- 
tematic errors are not in excess of 0.00002 
inch. 

The standard errors of these values are 
less than (x units), and their systematic er- 
rors are thought to be less than + (y 
units). No additional uncertainty is as- 
signed for the conversion to the chemical 
scale since the adopted conversion factor 
is taken as 1.000275 exactly. 

. .. with a standard error of (x units), 
and a systematic error of not more than 
? (y units). 

. . . with an overall uncertainty of ?_ 3 
percent based on a standard error of 0.5 
percent and an allowance of ? 1.5 percent 
for systematic error. 

When a reliably established value for 
the relevant standard error is available, 
and the dispersion of the present mea- 
surements is in keeping with this ex- 
perience, then this canonical value of 
the standard error should be used (5). 
If such experience indicates that the 
standard error is subject to fluctuations 

greater than the intrinsic variation of 
such a measure, then an appropriate 
upper bound should be given, for ex- 
ample, as in the first two of the above 
examples, or by changing "a standard 
error . . ." in the third and fourth 
examples to "an upper bound to the 
standard error . " 

When there is insufficient recent 
experience with the measurement proc- 
esses involved, an estimate of the 
standard error must of necessity be 
computed by recognized statistical pro- 
cedures from the same measurements 
as the reported value itself. It is 
essential that such computations be 
carried out according to an agreed- 
upon standard procedure, and the results 
thereof presented in sufficient detail to 
enable the reader to form his own judg- 
ment, and make his own allowances 
for their inherent uncertainties. To 
avoid possible misunderstanding, in such 
cases, first, the term computed standard 
error should be used; second, the esti- 
mate of the standard error employed 
should be that obtained from 

estimate of standard error = 

(sum of squared residuals ) 
nv p 

where n is the (effective) number of 
completely independent determinations 
of which a is the arithmetic mean (or 
other appropriate least-squares adjusted 
value) and v is the number of degrees 
of freedom involved in the sum of 
squared residuals (that is, the number 
of residuals minus the number of fitted 
constants or other independent con- 
straints on the residuals); and third, the 
number of degrees of freedom should 
be explicitly stated. If the reported 
value a is the arithmetic mean, then: 

estimate of standard error = (s2/n)12 
where 

n 
s2 (x - a)2/(n-- 1) 

==1 

and n is the number of completely in- 
dependent determinations of which a is 
the arithmetic mean. For example: 

. .. which is the arithmetic mean of (n) 
independent determinations and has a stan- 
dard error of ... 

. . . with an overall uncertainty of 
?5.2 km/sec based on a standard error 
of 1.5 km/sec and estimated bounds of 
+ 0.7 km/sec on the systematic error. 
(The figure 5.2 is equal to 0.7 plus 3 
times 1.5.) 

or, if based on a computed standard 
error, 

The computed probable error (or, stan- 
dard error) of these values is (x units), 
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based on (v) degrees of freedom, and the 
systematic error is estimated to be less than 
?. (y units). 

. .. with an overall uncertainty of ? 7 
km/sec derived from bounds of ? 0.7 
km/sec on the systematic error and a com- 
puted standard error of 1.5 km/sec based 
on 9 degrees of freedom. [The number 
7 is approximately equal to 0.7 + (4.3 X 
1.5), where 4.3 is the value of Student's t 
for 9 degrees of freedom exceeded in ab- 
solute value with 0.002 probability. As 
v-> oo, t.o02 (v)-> 3.090.] 

When the reported value is the result 
of a complex measurement process 
and is obtained as a function of sev- 
eral quantities whose standard errors 
have been computed, these several 
quantities and their standard errors 
should usually be reported, together 
with a description of the method of 
computation by which the standard 
errors were combined to provide an 
overall estimate of imprecision for the 
reported value. 

Systematic Error Negligible, 

Imprecision Not Negligible 

When the systematic error of a result 
is negligible but its imprecision is not, 
the following rules are recommended: 

1) Qualification of a reported value 
should be limited to a statement of its 
standard error or of an upper bound 
thereto, whenever a reliable determina- 
tion of such value or bound is avail- 
able. Otherwise a computed value of 
the standard error, so designated, 
should be given together with a state- 
ment of the number of degrees of 
freedom on which it is based. 

2) The standard error or upper 
bound thereto, should be stated to not 
more than two significant figures. 

3) The reported result itself should 
be stated at most to the last place af- 
fected ,by the stated value or bound 
to its imprecision (unless it is desired 
to indicate and preserve such relative 
precision of a higher order that it may 
possess for certain particular uses). 

4) The qualification of a reported 
result with respect to its imprecision 
should 'be given in sentence form, ex- 
cept when results of different precision 
are presented in tabular arrangement 
and it is necessary or desirable to indi- 
cate their respective imprecisions in 
which event such information may be 
given in a parallel column or columns, 
with appropriate identification. 

5) The fact that the systematic er- 
ror is negligible should be stated ex- 
plicitly. 

The above recommendations should 
not be construed to exclude the pres- 
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entation of a quasi-absolute type of 
statement placing bounds on its possible 
inaccuracy, provided that a separate 
statement of its imprecision is included 
also. To be in good taste, such bounds 
to its inaccuracy should be numeri- 
cally equal to at least three times the 
stated standard error. The fourth of 
the following examples of good practice 
is an instance at point. 

The standard errors of these values are 
less than (x units). 
. . . with a standard error of (x units). 
. . . with a computed standard error of 
(x units) based on (v) degrees of freedom. 
. . . with an overall uncertainty of ? 4.5 
km/sec derived from a standard error of 
1.5 km/sec. (The figure 4.5 is equal to 
3 X 1.5.) 

or, if based on a computed standard 
error, 

. . . with an overall uncertainty of ? 6.5 
km/sec derived from a computed standard 
error of 1.5 km/sec (based on 9 degrees 
of freedom). (The number 6.5 is equal to 
4.3 X 1.5, where 4.3 is the value of Stu- 
dent's t for 9 degrees of freedom ex- 
ceeded in absolute value with 0.002 prob- 
ability. As v > oo, t.002 (v) -> 3.090.) 

The remarks with regard to a com- 
puted standard error in the preceding 
section apply with equal force to the 
last two examples above. 

Conclusion 

The foregoing recommendations call 
for fuller and sharper detail than is 
general in common pactice. They 
should be regarded as minimum stan- 
dards of good practice. Of course, many 
instances require fuller treatment than 
that recommended here. 

Thus, in the case of determinations 
of the "fundamental physical con- 
stants" and other basic properties of 
nature, the author or authors should 
give a detailed account of the various 
components of imprecision and sys- 
tematic error, and list their respective 
individual magnitudes in tabular form, 
so that (i) the state of the art will be 
more clearly revealed, (ii) each individ- 
ual user of the final result may decide 
for himself which of the indicated com- 
ponents of imprecision or systematic 
error are, or are not, relevant to his 
use of the final result, and (iii)-most 
important-the final result itself or its 
uncertainty can be modified appropri- 
ately in the light of later advances. This 
is, and has long been, the practice fol- 
lowed in the best reports of funda- 
mental studies, but current efforts to 

prepare critically evaluated standard 
reference data have revealed that far 
too great a fraction of the data in the 
scientific literature "cannot be criti- 
cally evaluated because the minimum 
of essential information is not present" 
(6). 
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