
Automatic language processing under 
the plan includes mechanical transla- 

tion, computational linguistics, and re- 
lated work in areas such as automatic 

abstracting and development of hard- 
ware. The adoption of this plan con- 
stitutes recognition by the agencies in- 
volved that "fully automatic high-qual- 
ity language processing, including me- 
chanical translation, is a long-range 
goal," and that cooperation in plan- 
ning and research are necessary to 
progress in this field. 

A recent important step under the 
Joint Automatic Language Processing 
Program has been the appointment by 
the National Academy of Sciences of 
John R. Pierce as chairman of an ad- 
visory committee for automatic lan- 
guage processing. When fully estab- 
lished, the committee will provide the 
agencies participating in the joint pro- 
gram with advice which will aid them 
in planning future research, develop- 
ment, and evaluation in this field. 
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Warren Weaver concludes his note 
"Translation," referred to earlier (3), 
by indicating four possible types of at- 
tack on the mechanical translation 
problem. As for the fourth, he says, 

Indeed, what seems . .. to be the most 
promising approach of all is one based 
on . . . an approach that goes so deeply 
into the structure of languages as to 
come down to the level where they 
exhibit common traits.. . . 

Such a program involves a presumably 
tremendous amount of work in the logical 
structure of languages before one would 
be ready for any mechanization. . . . But 
it is along such general lines that it 
seems likely that the problem of transla- 
tion can be attacked successfully. Such a 
program has the advantage that, whether 
or not it lead to a useful mechanization 
of the translation problem, it could not 
fail to shed much useful light on the 
general problem of communication. 

The history of mechanical transla- 
tion research has shown Warren Weav- 
er's insight of 15 years ago to have 
been remarkably prophetic. 
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It is well known that European work 
in the design and applications of com- 

puting equipment is widely underrated 
in the United States. Few Americans 
read the foreign technical journals, and 
the assumption is widespread that Eu- 
ropean work is either inferior in qual- 
ity or, in any case, lagging behind 
equivalent American work by many 
years. 

This opinion seems astonishing when 
one considers, for example, the out- 
standing European contributions in the 
area of computer organization and 
computer language design. However, 
many Europeans appear to agree with 
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the view that one must come to Ameri- 
ca in order to be in the forefront of 

developments. The following quotation 
from Fairthorne may be typical (1): 

In the English system, in my experience, 
one first pretends that the [information 
processing] log jam does not exist. Then, 
when it is absolutely impossible to avoid 
knowing it is there, one says that, ,after 
all, only the very best people do have 
log jams and this is good for the national 
character. 

Conditions in Europe were found to 
be neither all black nor all white. 
Clearly, in quantity at least, the Eu- 
ropean output cannot compare with the 
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work in this country. On the other 
hand, a considerable number of inter- 
esting developments are taking place. 

In this article an attempt is made 
first to describe briefly the conditions 
of research in Europe and, thereafter, 
to cover some of the more interesting 
recent endeavors in information pro- 
cessing. Developments in processor and 
information organization are men- 
tioned briefly, followed by a selective 
review of work in the analysis of nat- 
ural languages; the identification of 
document content by statistical, struc- 
tural, and logical methods; the genera- 
tion of computer-produced outputs of 
various kinds; the operation of auto- 
matic information retrieval systems; 
and the evaluation of retrieval effective- 
ness (2). 

Conditions of Research 

It must be mentioned at the outset 
that the importance of automatic in- 
formation processing is being increas- 
ingly realized in Europe; this is directly 
reflected, for example, in the rapid pace 
at which computers are being installed 
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(3). However, computing equipment is 
still relatively scarce, and where it is 
available, priority is ordinarily given to 
the solution of numeric rather than 
non-numeric problems. As a result, the 
emphasis in information processing is 
primarily on theoretical work, rather 
than on computer experiments, which 
often are expensive and may or may 
not pay off. 

Two main characteristics of Europe- 
an work become evident when one at- 
tempts to draw a comparison with 
American conditions. First, many of 
the European groups demonstrate a 
good deal of imagination both in the 
approach which they choose to take 
and in the solutions which they even- 
tually propose for a given problem, and 
while imagination by itself is usually 
not enough, it is nevertheless an im- 
portant ingredient of a useful research 
program. It may be that some of the 
more unusual ideas are due to the 
broader background of many of the 
European workers (the narrow speciali- 
zation common in this country is rel- 
atively rare in Europe), or possibly it 
is simply that many European groups 
have a freer hand, not being hampered 
by the kind of directed pressure which 
often results from certain narrowly in- 
terpreted contractual obligations. In 
any case, in an interdisciplinary field 
which lacks an accepted theory, an 
imaginative approach would seem to 
be a real asset. 

The second main impression one gets 
of conditions in Europe is a less posi- 
tive one: there is a great deal of un- 
necessarily conservative thinking in 
matters of research. The curriculum in 
the computer sciences changes much 
more slowly at most European univer- 
sities than it does in this country, and 
many students are not afforded an ade- 
quate introduction into the newer areas 
of non-numeric computer applications. 
At the same time, it is often difficult 
to obtain adequate funding for either 
theoretical or experimental work, and 
one sometimes receives the impression 
that nothing less than a written guar- 
antee of ultimate success will render 
a given project acceptable to many 
of the fund-granting agencies. Further- 
more, proposals for research are of- 
ten not judged on scientific merit alone, 
and whether or not a given piece of 
work receives support depends, at least 
in part, on how well it fits in with 
the national aims and policies of a giv- 
en country. This situation is especially 
acute and detrimental in some of the 
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inter-European organizations super- 
vised by multinational committees. 
Such organizations frequently have 
their own research branches, and func- 
tion also as fund-granting agencies for 
outside groups. Since technical deci- 
sions are made by international com- 
mittees with diverse views and aims, the 
projects which receive support are 
sometimes those which are innocuous 
enough not to offend any of the partic- 
ipating nationalities, rather than those 
which are really worthy of being 
pushed. 

To summarize, if there is any lag in 
European output in the information- 
processing area it is a lag in quantity, 
compounded by a continuing scarcity 
of first-rate computing equipment in 
many cases, and by certain unneces- 
sarily restrictive research policies. 
Some highly original and worthwhile 
contributions are, however, in evidence, 
and developments in information proc- 
essing may be expected to accelerate 
as computing facilities become more 
generally available and research poli- 
cies are modified. 

Some of the information-processing 
research is described in more detail 
in the next sections. 

Processor Organization 

The European contributions in the 
area of processor organization are so 
well known that only brief mention is 
made here of some of the most im- 
portant developments. It has been 
known for some years that a simple 
storage mechanism operating on a last- 
in-first-out basis, and known as the 
"pushdown store" (4), could be used to 
advantage for analyzing and evaluating 
statements in certain semiformal lan- 
guages. So far as I know, the first pro- 
posed design of a machine incorporat- 
ing a pushdown store is in a German 
patent (5), and work in which push- 
down algorithms are used for translat- 
ing a variety of processing languages 
has been pursued both here and abroad 
(6, 7). Moreover, at least two comput- 
ers incorporating physically implement- 
ed pushdown stores have actually been 
built (8). It is not unlikely that the 
continued development in Europe of 
formally defined processing languages, 
such as Algol, is influenced directly by 
the simplicity of the pushdown princi- 
ple as it affects the analysis and transla- 
tion of these languages. 

Interest in parallel computation is 

also widespread in Europe as attested 
by the construction in France of the 
Gamma-60 computer (9) and in Eng- 
land of the Atlas (10). The former, 
which has a number of independent 
processing units, is a precursor of 
the parallel-access, cell-type computers 
which have received considerable at- 
tention in recent years in this country 
(11), and the latter is of great interest 
in information processing because of 
its effect on time-sharing operations. 

The Altas computer has a hierarchy 
of auxiliary memory structures, with 
relatively slow-access mechanisms, tied 
to a principal high-speed memory. The 
high-speed memory must contain both 
the data and the instructions which are 
to be operated upon by the computer 
at any given moment. However, to the 
user this restriction is of no conse- 
quence because a supervisory program 
is available which automatically han- 
dles the transfer of data from slow to 
fast storage and vice versa. The com- 
plete hierarchy of different memories 
thus appears, for all practical purposes, 
as a single, large, "one-level" store. 

The main high-speed memory is sep- 
arated into blocks, known as "pages," 
and one whole page is transferred at 
a time from one store to the other. 
"Page-turning" algorithms are provid- 
ed for choosing in a reasonable man- 
ner the particular page which must be 
removed from the high-speed store in 
order to make room for a new page. 
The various pages in the memory may 
contain a number of different pro- 
grams, belonging either to a single 
user or to several distinct users, and 
the page-turning facilities can be used 
to switch from one program to another. 
The Atlas thus lends itself to the type 
of operation in which a number of 
different customers use the same central 
machine, and do so almost simultane- 
ously. 

This concept, supplemented by a pri- 
ority system to determine the order in 
which different users are given access 
to the equipment and by trapping fea- 
tures to interrupt a user's program 
when certain predetermined conditions 
arise, is of fundamental importance in 
information processing, since any oper- 
ating automatic information-retrieval 
system may be expected eventually to 
operate as a time-sharing system, ac- 
commodating many different users at 
the same time. Time-sharing systems 
are receiving increasing attention, both 
in this country (as evidenced, for ex- 
ample, by the work on project MAC 
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at the Massachusetts Institute of Tech- 
nology) and abroad (12). 

Another European development in 
processor organization which should be 
mentioned is the implementation of a 
linkage system to tie together several 
different digital and analog computers 
(13). It is hoped that such a hybrid 
system might be used to advantage by 
having the digital part supply the con- 
trol variables for the analog machines 
and by using the analog equipment as 
additional processors, supplementing 
the digital devices. This type of organi- 
zation raises interesting engineering and 
programming problems, on which work 
is in progress. 

Processing Languages and 

Information Organization 

A large part of the development and 
maintenance work on Algol and Algol- 
like languages has been concentrated 
in Europe for several years. Moreover, 
there exists a continuing high interest 
in the construction of improved pro- 
gramming languages and the production 
of improved translation systems from 
one language to another. Whereas in 
this country much work is directed 
toward improving processing perform- 
ance through the development of clever 
storage arrangements and fast search 
and retrieval techniques, in Europe the 
emphasis seems to be on fundamental 
work in programming languages, both 
of a theoretical and of a more practical 
kind (14). Algol compilers have been 

prepared for a large number of ma- 
chines, and considerable effort has been 
devoted to the construction of versa- 
tile, syntax-directed compiling systems 
(7, 15). New programming languages 
are also being generated, as are exten- 
sions of existing ones (16, 17). How- 
ever, relatively little work is being done 
to determine the structure of the infor- 
mation to be processed and to use it 
in the generation of processing al- 

gorithms. An exception is the inclusion 
in some of the programming languages 
of special operations believed to be use- 
ful for the manipulation of special con- 
structs. Thus, a study of learning proc- 
esses has led to the construction of 
an Algol-like language, useful for the 
transformation of logical vectors and 
matrices (17, 18). Similarly, a pro- 
gramming language has been designed 
for the manipulation of graphs (19), 
and macro-operations have been pro- 
posed for use in automatic documenta- 
tion systems (20). 
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Another interesting development is 
the design of a new language, called 
Lotis, to describe the structure (includ- 
ing logic, timing, and sequencing) of 
digital machines. This language makes 
it possible to simulate the operations of 
a machine, given its design, and should 
become particularly useful during the 
construction of multiprocessing and 
time-sharing systems. Potential concur- 
rency of operations can be expressed 
through partitioning the set of opera- 
tions into "groups," each group con- 
taining the subset of steps generated by 
a particular control mechanism of the 
machine. Since any step in a sequence 
may activate one or more sequences in 
different groups, and because provisions 
are made for conditional entry into 
sequences, it is easy to represent arbi- 
trarily complex time-sharing systems. 
Asynchronous, fixed-delay, or synchro- 
nous timing, or any combination of 
these, may be represented, and the 
timing specifications may be implicit or 
explicit (21). 

Interest in list processing and in the 
construction of complex storage maps 
is not as yet very widespread in Europe, 
probably because there has been no op- 
portunity so far to operate with large 
masses of structured data. I know of 
at least one list-type arrangement that 
has been proposed for the storage of 
language data (22), and further work 
in this area is likely, as more practical 
experience is gained in information 
processing (23). 

Natural-Language Analysis 

As might have been expected, a great 
deal of work in language analysis is be- 
ing done in Europe. Since it is im- 
possible to cover all aspects of this 
work, the present discussion is restrict- 
ed to efforts in which use has actually 
been made of computing equipment at 
some point in the analysis. In this sec- 
tion I describe work primarily oriented 
toward the automatic translation of 
languages. In later sections I discuss 
linguistic work that deals more specifi- 
cally with the analysis of document 
content for use in information re- 
trieval. 

Quite a few efforts are directed 
toward the morphological analysis of 
languages. Specifically, it is argued that 
for inflected languages, such as Ger- 
man and French, it is impractical to 
store in an automatic dictionary all pos- 
sible word forms which may be con- 
structed from a given word stem. Ac- 

cordingly, a word occurring in a writ- 
ten text must be reduced to a standard 
canonical form before it can be lo- 
cated in the dictionary. Reduction al- 
gorithms have been generated for Ger- 
man and Russian (24), and more re- 
cently for French (25). 

In the latter case an IBM 1401 was 
used to obtain the desired canonical 
forms, by first taking each word ending 
and applying transformation rules to 
generate a number of "hypothetical" 
canonical forms. Each hypothetical 
form might, in theory, have given rise 
to the original inflected form. In order 
to avoid a requirement for a very large 
number of transformation rules to han- 
dle all possible word forms in the 
language, a dictionary of exceptions is 
used which furnishes the canonical 
forms for a number of troublesome 
cases. A general dictionary is used as 
the last step in the procedure, to elimi- 
nate all those hypothetical forms which 
do not in fact occur in the language. 
The remaining forms are then accept- 
ed as correct. This relatively simple 
procedure has been incorporated in an 
automatic dictionary system used as an 
aid to human translators within the 
European Economic Community 
(EEC), and the system is apparently 
operating effectively (26). 

Considerable attention has also been 
given to the syntactic analysis of natu- 
ral languages, and in particular to a 
type of "dependency" analysis where 
each word is considered an operator 
with or without arguments (27). A 
syntactically analyzed sentence can be 
represented in such a system by a "de- 
pendency tree" whose branches identify 
the syntactic dependencies between the 
words (28). An interesting extension of 
the dependency analysis has been pro- 
posed recently to include punctuation 
marks on the same basis as ordinary 
words. This system establishes a cri- 
terion of grammaticality for sentences 
which is largely independent of the 
punctuation (29). 

Two properties are defined first for 
punctuation marks: the separating 
power and the syntactic function. The 
former is independent of the gram- 
matical environment and depends only 
on the given sign, and the latter is a 
function of the syntactic role of the 
punctuation. A scale of values is then 
defined, to measure the strength of 
syntactic connections between words in 
a sentence (the article-noun link being 
the strongest, followed by subject- 
verb, and so on), and each punctuation 
mark is assigned one of the syntactic- 
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connection values, as a function of its 
syntactic role in the sentence. Sepa- 
rating-power and syntactic-connection 
values are now used to state "coher- 
ence" laws which must be obeyed by 
any sequence of punctuation marks. It 
is found, in particular, that the sepa- 
rating power of two adjacent punctu- 
ation marks cannot increase if the syn- 
tactic-connection value increases, and 
vice versa. Typical "trajectories" are 
drawn for the sequence of punctuation 
marks in a sentence, by using the pairs 
of coefficients attached to the marks 
as Cartesian coordinates in a Euclidian 
plane. 

Another language-analysis program 
which should be mentioned is the one 
based on the so-called "operational" 
method (30). The fundamental idea is 
that, in order to analyze a given sen- 
tence, it is necessary to concentrate on 
the elements of thought which are 
expressed. These elements of thought 
are represented by individual elements 
of meaning, rather than by individual 
words, and a complete thought process 
is then mirrored in the language by a 
correct correlation or juxtaposition of 
the various elements of meaning into 
larger and larger units, until finally a 
single "correlational net" is obtained 
for the whole sentence. 

Specifically, various elements are 
first recognized in a sentence; these 
may be individual words, or particles 
such as prefixes or suffixes. By means 
of a dictionary "look-up" procedure 
each element is provided with a set of 
indicator pairs. The first member of 
each pair represents the type of corre- 
lation into which the given unit can 
enter, and the second member repre- 
sents the place in the correlation 
which the given unit may occupy 
(each correlation consists of two corre- 
lates and a correlator, and a given 
unit may function either as a correlate 
or as the correlator, or as both correla- 
tor and correlate). Since a given unit 
of meaning can obviously be a part of 
many different types of correlations, a 
large number of indicator pairs are 
normally applicable in each case. 

It is now necessary to use rules 
which permit the construction of large 
correlational nets from smaller ones. 
In particular, in order to be correctly 
combined, two elements must be of 
the same type-that is, must have 
identical first indicators-and must fit 
into position within the correlational 
net. All correlations which do not obey 
these restrictions are rejected, and 
equivalent correlational nets are elim- 
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inated in accordance with certain rules. 
The expectation is that at the end of 
the process only a single well-formed 
correlational net will have been gen- 
erated for each nonambiguous sen- 
tence. The procedure is reminiscent of 
the so-called "morsel" technique which 
has been used with some measure of 
success for the automatic syntactic 
analysis of texts. Of course, the "oper- 
ational" method can be successfully 
carried out only if detailed analyses of 
all possible correlations applicable to 
all the particles in the language can 
be produced. Whether such a complete 
semantic analysis can in fact be gen- 
erated remains to be seen. An example 
worked out in detail gives a good 
account of the procedure (31). 

Automatic Classification 

by Statistical Techniques 

The simplest model for the repre- 
sentation of information is one where 
each item is identified by a set of in- 
dependent properties. Such a system 
can be represented by an item-prop- 
erty matrix in which the ijth matrix 
position is set equal to 1 (or to some 
other numeric value different from 
zero) if the jth property applies to the 
ith item; otherwise, the ijth matrix 
position is set equal to zero. Given 
such an item-property matrix, it is 
possible to generate an item-item sim- 
ilarity matrix, by using as a criterion 
of similarity some function of the 
number of properties which are jointly 
assigned to two given items. Similari- 
ties between pairs of properties are 
derived in the same way by using as 
an index of similarity the number of 
items which have both properties in- 
cluded in their property sets. 

In an information-retrieval system 
the items of information might be 
documents and the properties could be 
key words assigned to the documents. 
Quantitative procedures designed to 
measure similarities between either key 
words or documents could then be 
used in practice to supplement docu- 
ment descriptions by including new 
key words similar to the ones originally 
assigned; alternatively, document sets 
obtained, for example, in answer to 
search requests can be supplemented 
by the inclusion of other, related docu- 
ments. 

Instead of computing similarities 
only between pairs of items, it is pos- 
sible to generate "clusters" of items, 
such that all items within a cluster are 

related more strongly to each other 
than to any item outside the cluster. 
New, unknown items can then be clas- 
sified automatically through assignment 
to the cluster of items which exhibits 
the most nearly matching property set. 

In the United States, extensive work 
directed toward the generation of ef- 
fective correlation coefficients between 
items, and toward the use of term and 
document associations in automatic in- 
formation classification and retrieval 
has been carried out. This work is not 
matched by a comparable effort in 
Europe. The most obvious explanation 
is, of course, the lack of accessible 
computing equipment to perform the 
experimental work. In addition, in 
Europe there is a deep distrust of the 
statistical methodology for the analysis 
of information. It is pointed out that 
properties identifying items of infor- 
mation are not generally independent 
but exhibit a variety of relations which 
are usually disregarded in the quanti- 
tative model. Furthermore, problems 
arise when it becomes necessary to ex- 
plain the meaningfulness of some of 
the correlation experiments. 

Despite these misgivings, some work 
has been done in these areas by vari- 
ous European groups. The work on 
clustering, or clumping, performed in 
England over the past few years is 
quite well known (32). Comparisons 
have been made, in particular, be- 
tween automatic and manual assign- 
ment of unknown items to existing 
item clusters, and between clusters de- 
rived automatically and others gener- 
ated by various manual procedures 
(33). 

Some interesting experiments have 
also been performed recently in which 
term clusters were generated by per- 
mutation of a term-term similarity 
matrix so as to group the "ones" of 
the matrix in boxes along the diagonal 
(34). This form of the similarity ma- 
trix visually exhibits the item clusters, 
since each submatrix of "ones" then 
represents one of the clusters. 

Thesaurus Techniques and 

Structural Analysis 

When written documents are ana- 
lyzed, the properties most immediately 
available for information identification 
are those based on the words which 
occur in the documents. The statistical 
techniques described in the preceding 
section would not, however, be very 
effective if they were applied to the 
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complete, unmodified vocabulary of 
the original texts. As a result, a num- 
ber of refinements are normally intro- 
duced in the analysis; these consist of 
the use of synonym dictionaries or 
thesauruses to control the vocabulary, 
and of structural techniques to deter- 
mine relations between words. The 
actual analysis is then based on a con- 
trolled vocabulary in which at least 
some relations between the properties 
are recognized. 

A number of experiments have been 
performed in which statistical proce- 
dures for the generation of document 
identifiers (key words) are used in 
conjunction with synonym dictionaries. 
One generates such key words by first 
performing a thesaurus look-up and 
then picking as key words all those 
thesaurus headings which occur more 
than the expected number of times 
(35). Other recent work in vocabulary 
control has included a comparison be- 
tween a manually produced index and 
a set of key words generated auto- 
matically with the help of a thesaurus. 
The terms included in the manual 
index are used to improve the thesau- 
rus, which serves to normalize the 
vocabulary of the original documents 
(36). Thesauruses and key-word lists of 
various types, automatically or manu- 
ally produced and with or without 
cross references between entries, are 
also widely used as a part of many 
conventional information systems (37). 

The construction of several struc- 
tural models for the representation of 
information is probably the most note- 
worthy European contribution in the 
information-retrieval area. In such 
models, provision is made for repre- 
senting not only the individual proper- 
ties of a given item but also a variety 
of relations between the properties. An 
item of information, such as a docu- 
ment, may be represented in such a 
system by a two-dimensional diagram, 
or graph, where the nodes and the 
branches of the graph stand, respec- 
tively for the properties and the rela- 
tions between properties. To identify 
the relations automatically, a combina- 
tion of syntactic, semantic, and logical 
analyses is usually required. 

One of the best-known of the graph- 
ical models for use in documentation 
systems is the "general diagram" de- 
veloped by Euratom (38). The general 
diagram is a graph designed to repre- 
sent a given field of knowledge; it con- 
sists of nodes, which stand for "prop- 
erties" and "objects," and of directed 
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branches, which represent "actions" 
and "relations." Properties and objects 
are normally represented in the natural 
language by nouns and adjectives, 
while actions and relations are indi- 
cated by verbs and prepositions, re- 
spectively. At least 18 principal types 
of relations are recognized, and there 
are many subdivisions within the rela- 
tional types. Provision is also made 
for representing in the general diagram 
coordinating information normally 
conveyed by conjunctions and similar 
particles. A given document is then 
identified through location of its "par- 
tial" diagram within the general dia- 
gram, and information is retrieved, in 
response to search requests, through 
comparison of the respective partial 
diagrams. 

The general diagram is rather at- 
tractive as a model for the representa- 
tion of information content, because 
much of the actual information is pre- 
served in the diagram. On the other 
hand, it is difficult enough to construct 
a partial diagram for a given document 
manually, and to produce one automat- 
ically should be much harder. There 
arises, therefore, a question about the 
practical implementation of the sys- 
tem. 

A somewhat similar model, similar 
in concept at least, is the Syntol system 
developed in France (39). In that sys- 
tem, document identifications are again 
represented as abstract graphs, and re- 
lations between the various identifiers 
are denoted by directed branches be- 
tween the nodes. However, only four 
kinds of relations are recognized, and 
a given Syntol graph is in general 
easier to generate than the correspond- 
ing diagram in the system just de- 
scribed. Moreover, quite detailed anal- 
yses have been carried out, and there 
is a real chance that automatic imple- 
mentation may eventually be achieved. 

In the Syntol system a text is first 
segmented into individual words. Each 
word is then automatically looked up 
in a dictionary, and for certain (but 
not all) words, one obtains (i) the for- 
mal category (predicate P, entity E, 
state S, or action A); (ii) the corre- 
sponding Syntol term; and (iii) the 
semantic class. The Syntol terms are 
names of concepts which appear as 
nodes in the Syntol graph, and the 
semantic classes are indicators which 
place the various terms within a hier- 
archical organization constructed for 
the given field. The hierarchy effec- 
tively functions like a thesaurus and 

permits replacement of Syntol terms 
by more general notions or by more 
refined ones. 

Four different relations are recog- 
nized: a formal "coordinative" rela- 
tion, a dynamic "consecutive" relation 
to signify temporal succession, and 
two static relations, called, respectively, 
the "associative" and the "predica- 
tive." To obtain these relations, a type 
of syntactic analysis is used which in- 
volves both formal and semantic pro- 
cedures. Specifically, so-called syntactic 
"tools" are recognized; these tools are 
represented by individual words or by 
sets of words in the language, and are 
classified as either strong or weak. A 
"grid" is then formed by a sequence 
of interdependent tools, and a syntactic 
construction is determined in Syntol as 
a function of the given syntactic grid 
and the formal or semantic classes of 
the surrounding Syntol words. For 
example, if the grid were, "effect of 
. . . on .. .," with the blanks filled 
by an action (A) and an entity (E), 
respectively, the corresponding Syntol 
graph would include an "A" node and 
an "E" node, with a relation of type 
3 pointing from A to E. A number 
of formal rules, the so-called auto- 
matic "developments," also serve for 
the construction of syntactic connec- 
tions, in addition to the rules based on 
grid types and surrounding Syntol cat- 
egories. Thus, a construction E -> S 
-> A also implies a construction E 
-> A; similarly, E -> S <- A is devel- 
oped into A -- E, and so on. 

Among the most interesting aspects 
of the system are the changes and 
variations which make it possible to 
modify both requests for information 
and matching criteria between requests 
and stored information so as to pro- 
duce varying amounts of information 
in response to the search requests. 
Thus, it is possible to use the hier- 
archical arrangement to modify certain 
Syntol terms, and to alter the matching 
conditions by disregarding or changing 
the syntactic relations between terms. 
In theory, this should make it possible 
to generate a set of rules by which 
a given user might specify a sequence 
of processing alterations to produce 
exactly the desired amount of infor- 
mation. 

It remains to be seen whether the 
large number of syntactic rules which 
generate the relational indications can 
really be constructed, and whether the 
automatic detection of syntactic grids 
will operate satisfactorily for most 
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grids. Questions also arise about the 
practicability of the request alterations 
and the processing changes. In general, 
however, the development of Syntol is 
a promising sign of progress in infor- 
mation processing. 

Computer-Produced Output 

and Operating Systems 

It is in the area of computer-pro- 
duced outputs and experimental oper- 
ating systems that the differences be- 
tween conditions in Europe and in the 
United States become most noticeable. 
There do exist, of course, in almost 
every European country, centers which 
use punched-card or data-processing 
equipment for the processing of lan- 
guage data (40). However, much of 
the work done is standard in the sense 
that only well-known techniques are 
used. There are exceptions, and a few 
of these more noteworthy efforts are 
outlined in this section. 

Consider, first, the automatic pro- 
duction of bibliographies, indexes, col- 
lections of abstracts, and catalogues. 
This type of work is of increasing 
interest in Europe, as it is elsewhere, 
and a great deal of attention is de- 
voted to the mechanization of a variety 
of indexing and abstracting services. 
One interesting development is the 
generation of a "key word in context" 
(KWIC) index, modified through dele- 
tion, from the permuted titles, of infor- 
mation considered to be of secondary 
importance (41). A simple type of syn- 
tactic analysis is used to isolate so- 
called "separator" words, of which 
some are compulsory and some are 
optional. These separator words are 
then used to isolate significant words 
and phrases, and the significant words 
and phrases are permuted by the usual 
KWIC process. The result is a printed 
index which is easier to scan than the 
normal KWIC index, yet preserves all 
the essential advantages, such as speed 
of production and multiple entry 
points. 

Another interesting service in the 
"current awareness" category is one in 
which incoming documents are ab- 
stracted by human abstractors and 
classified into 17 major subject cate- 
gories. Abstracts are then printed four 
to a page and duplicated, and individ- 
ual booklets of abstracts are distributed 
to the participating scientists in ac- 
cordance with the recipients' interests 
(42). The service is thus a simple type 
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of "selective dissemination of informa- 
tion." When the documents are ab- 
stracted, sets of key words are as- 
signed; some of these are from a list 
of controlled terms, and some are 
freely chosen terms. These key words 
are then used in a retrieval system 
programmed for a 1401 computer (43) 

A few other operating systems de- 
serve mention, among them a punched- 
card system in which a clever arrange- 
ment of superimposed codes is used 
for storing key-word information (44); 
a system for the retrieval of chemical 
structures, based on use of an auto- 
matic scanning device to introduce 
chemical structures into the system 
(45); and a search system in which 
the simplest kind of punched-card 
sorting and listing operations are used, 
for detecting possible trademark in- 
fringements (46). This last system is a 
fine example of the intelligent use of 
very simple procedures to accomplish 
relatively complicated tasks, such as 
the detection of a similarity in appear- 
ance or in represented sounds between 
two given sequences of letters repre- 
senting trademarks. 

Evaluation of Retrieval Systems 

The evaluation of complex systems 
is always a matter of considerable dif- 
ficulty, particularly since human judg- 
ment is in general required at some 
point in the process. Furthermore, 
even if the subjective factor were 
somehow to be eliminated, still there 
exists no generally effective way of de- 
termining which part of the system is 
in fact being evaluated. In the infor- 
mation-retrieval area, for example, at- 
tempts to compare the value of index- 
ing systems may turn out to measure, 
instead, the accuracy of the human 
indexer who originally assigns the 
terms to the documents, or the effec- 
tiveness of the matching system which 
compares information requests with 
stored information. 

In England, several studies have 
been made of the relative effectiveness 
of a variety of document-indexing sys- 
tems, and elaborate testing systems 
have been designed to eliminate the 
influence of extraneous factors (47). 
In the most recent model the recall- 
precision ratio is used as a parameter 
for evaluating a retrieval system (re- 
call is defined as the number of re- 
trieved-and-relevant documents divided 
by the number of relevant documents 

in the collection; precision, on the 
other hand, is the number of retrieved- 
and-relevant documents divided by the 
total number of documents retrieved). 
Various procedures are then defined 
for widening the coverage of the index 
terms (for example, by including syn- 
onyms and by adding statistically as- 
sociated terms) or, alternatively, for 
restricting the coverage by using rela- 
tions between terms. The former pro- 
cedure might be expected to improve 
recall, thus increasing the recall-preci- 
sion ratio, while the latter procedure 
should have the reverse effect. By com- 
paring the retrieval performance under 
a variety of conditions, some measure 
of the power of the various indexing 
procedures should be obtainable. 

Studies of this nature are particu- 
larly timely because of the present in- 
terest in systems which permit interac- 
tion between the user and the system. 
In such semiautomatic systems the 
human investigator would be given 
directions by the computer concerning 
the steps which would most effectively 
increase or decrease recall at any given 
time. This flexible kind of systems or- 
ganization is being actively considered 
in Europe as well as in the United 
States. 
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