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To many scientists the mechanization 
of the translation process is an intrigu- 
ing problem and one worthy of serious 
study. To others it has seemed a will- 
o'-the-wisp. Jerome Wiesner, for exam- 
ple, said (1), "Language, which most 
people use with little or no effort, at 
least when speaking, is an extremely 
complicated process which is only par- 
tially understood. This complexity and 
lack of understanding is shown very 
clearly when we attempt to tell a com- 
puting machine how to translate text 
from one language to another. This is 
something which a machine should be 
able to do, though so far it has not 
been done successfully; the difficulty is 
man's, not the machine's. We do not 
have an adequate understanding of the 
organization and operation of language 
to describe the translation process to 
the machine. There is a similar diffi- 
culty when we attempt to deal with 
problems of information retrieval and 
data storage." On the other hand Ye- 
hoshua Bar-Hillel, a well-known critic 
of this field, wrote (2), "Fully auto- 
matic, high quality translation is not a 
reasonable goal, not even for scientific 
texts. A human translator, in order to 
arrive at his high quality output, is 
often obliged to make intelligent use 
of extra-linguistic knowledge which 

sometimes has to be 
breadth and depth. 
knowledge he would 
position to resolve sen 
ties. At present, no wa 
machines with such 
known, nor of writing 
will ensure intelligem 
knowledge." Whateve 
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was a grant to the Massachusetts Insti- 
tute of Technology by the National 
Science Foundation. The number of 
projects in the United States has grad- 
ually grown to ten or so, most of them 

[Id at universities. Projects have also been 
established in a number of foreign 

rch countries-in Great Britain, the Soviet 
Union, France, Japan, Italy, Czecho- 
slovakia, Mexico, Belgium, Poland, and 

Eving others. 

ems. 
A Mechanical Translation System 

S See There has gradually developed a 

conceptual model of a mechanical 
translation system for simulating the 
human act of translating from one lan- 

of considerable guage to another. The system is envis- 
Without this aged as consisting of three basic parts 

often be in no -an input, a processor, and an output. 
nantical ambigui- Although the possibility of translating 
y of constructing from and into spoken languages, or 
a knowledge is between spoken and written language, 
programs which has been considered, attention has thus 

nt use of this far centered almost exclusively on 
.r the ultimate translating to and from written lan- 
ity of translation guages. One reason for this emphasis 
y probably falls is that the need to translate written 
e activity as the documents is a more pressing problem, 
literature, poetry, particularly where scientific informa- 
mit has not yet tion is concerned. 
gins of mechani- The input component would auto- 
lated research, its matically recognize, and transcribe in 
s possible future some mechanically usable form, the 
cations are dis- letters, numbers, and other symbols of 

which a text is made up. Devices for 
f such research this purpose already exist for certain 
1949, when War- limited styles and sizes of type under 
memorandum to certain restricted conditions of page 
aintances in vari- size, spacing, and so on. Furthermore, 
g that language the state of the art in this field (called 
puter techniques "optical character recognition") is such 
3). The idea at- that fairly general character-reading de- 
interest, but re- vices for mechanical translation could 
rting. In 1954 the be constructed in a few years if the 
g out prescribed need justified the cost. Such devices are 
i electronic digital in fact being constructed for other pur- 
nstrated by work- poses, but since the central, or process- 

University and' ing, component of a mechanical trans- 
isiness Machines lation system is even further from 
ame year the first realization, the lack of such an input 
iechanical transla- device is not the main obstacle to the 

was made; this achievement of mechanical translation 
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at this time. For purposes of research, 
the necessary linguistic material is pre- 
pared by punching a record in a paper 
tape or card in such a way that the 
result simulates the product of such an 
input device. Until very large quantities 
of text are required for research, this 
method of double simulation-that is, 
simulating the proposed device, which 
itself is to simulate the human act of 
reading-will be more economical than 
construction of a generally useful print 
reader. 

Before the processor-the second, 
and central, component in a mechanical 
translation system-can be designed, it 
is necessary to have an explicit under- 
standing of the way in which the 
translation process may be carried out. 
Once this has been achieved, it will, of 
course, be necessary to design a physi- 
cal device, the processor, which can 
accept the information produced by 
the input device and process it in such 
a way that a text in the desired output 
language is produced in a form that 
can be accepted by an output device, 
the third component required in a 
mechanical translation system. 

Generally useful output devices are 
already available and in use in data- 
processing systems. Printing output de- 
vices are available today which can 
print upper- and lower-case letters and 
a variety of symbols. Still more versa- 
tile devices are being designed and 
constructed, but these must be consid- 
ered unnecessary refinements until me- 
chanical translation has been achieved 
and has been shown to be economi- 
cally feasible. 

The second component, the proces- 
sor, is the heart of the problem, since 
the problems of input and output have 
been solved, at least in principle. For 
research purposes it has been demon- 
strated that a general-purpose digital 
computer is adequate to implement the 
procedures that have been considered 
up to the present, and virtually all re- 
search on mechanical translation is 
based on the assumption that such 
computers will be used for this work for 
some time to come. The reason for 
this is that the intellectual problems 
involved in the simulation of human 
translation are great and only partially 
understood, and the problems are con- 
ceptual ones concerning the automatic 
analysis and synthesis of text rather 
than practical ones concerning the de- 
sign of economical systems based on 
well-understood processes. Thus, at 
present, computers cannot be pro- 
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grammed to produce output compara- 
ble to good, or even fair, human trans- 
lation. Present computer programs, 
however, serve to record partial proce- 
dures already developed and are useful 
for experimentation. 

In mechanical translation research, 
language processing of gradually in- 
creasing complexity has been consid- 
ered. This increase in complexity can 
be described in terms of five levels of 
structure and of processing: item-for- 
item, morphological, syntactic, trans- 
formational, and semantic. These are 
briefly discussed later. To the extent 
that these levels of processing can be 
made to correspond to the structure of 
actual languages, it should become pos- 
sible to simulate the translation process 
more closely. For most researchers 
now agree, as some have believed from 
the beginning, that ultimate success in 
this field must come from a more fun- 
damental understanding of the prob- 
lems involved rather than from a 
"black box" approach in which ad hoc 
procedures are linked together in vari- 
ous ways in an attempt to achieve good 
output by noting the effects of succes- 
sive small changes in the system and 
incorporating those changes which 
seem to be beneficial. 

Item-for-Item Substitution 

The first, and most primitive, level 
of processing is that of item-for-item 
substitution, in which linguistic items, 
whether they be parts of words, whole 
words, or groups of words, are proc- 
essed independently and converted 
one after another into corresponding 
items in another language. This sort of 
substitution is often called "word-for- 
word translation," although it may 
involve items larger or smaller than 
words and is certainly not true transla- 
tion. Successful processing at this most 
primitive level was achieved at an 
early date. Computer programs were 
prepared which could utilize a list, or 
"dictionary," of full word forms in one 
language and equivalent forms in an- 
other and cause a computer to carry 
out the operations necessary for per- 
forming item-for-item substitution on 
textual information. Although the proc- 
ess is straightforward in principle and 
easily implemented for a few thousand 
items, when dictionaries of ten or 
100,000 items are made there are seri- 
ous problems arising from clerical in- 
accuracies which occur in the course 

of revising or expanding the dictionary 
and which lead to listing of more than 
one substitute for the same item, to 
loss of items already in the dictionary, 
and to the introduction of incorrect 
items. 

Although it falls far short of actual 
translation, item-for-item substitution 
has been found useful in lieu of trans- 
lation by some scientists, even though 
it has not been broadly accepted as a 
final product. One reason for the lack 
of general acceptance is that any given 
word form is likely to have not just 
one but a number of possible equiva- 
lents, and one must either program the 
computer to print out all equivalents 
(or at least a representative collection) 
or run the risk of suppressing the ap- 
propriate equivalent in some contexts. 
These multiple equivalents may be use- 
ful to some scientists but may present a 
bewildering array of choices to others. 
On the other hand, recent studies in 
the Federal Republic of Germany indi- 
cate that item-for-item substitution can 
serve as an aid to professional trans- 
lators and increase the quality while 
decreasing the cost of translation, and 
plans are being made to implement 
automatic language processing on this 
level in actual translation work. 

Morphological Processing 

Second in order of complexity is 
what we may call morphological proc- 
essing, which takes into account the 
morphology of a language-that is, the 
rules concerning the relationships be- 
tween derived forms and the basic 
dictionary forms of words. This refine- 
ment of item-for-item processing per- 
mits the use of a smaller dictionary 
but requires a larger and more complex 
program. Here again, as in the case of 
item-for-item substitution, the presence 
of multiple equivalents for many 
words, or their absence when they 
should have been given, is an obstacle 
to direct use of the output. 

Such processing, although more 
complex internally, still only performs 
item-for-item substitution of words or 
phrases. Thus, the increase in com- 
plexity in this case, theoretically at 
least, does not lead to any improve- 
ment in the quality of the output but 
merely represents a reorganization of 
the program. In practice, however, the 
labor of listing all of the forms of 
some words, such as Russian verbs, 
has led researchers to work with in- 
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complete lists of forms in item-for-item 
substitution, and the coverage provided 
by the dictionary would be less in such 
cases than the coverage in morpho- 
logical processing based on the same 
words. 

One example of morphological proc- 
essing, in which there is substitution 
both of items smaller than words and 
of items consisting of phrases of sev- 
eral words, is the experimental system 
providing Russian-to-English substitu- 
tion, which is now being evaluated at 
Wright-Patterson Air Force Base. The 
output is being subjected to consider- 
able revision before being distributed. 
This system was developed with the 
support of the U.S. Air Force, largely 
by International Business Machines, 
Inc. Much of the work of compiling 
the special dictionary of over 100,000 
items for this system was done at the 
Library of Congress. 

Syntactic Translation 

Syntactic processing, the third level 
of language processing in mechanical 
translation, is a process based on the 
syntax of languages-on the rules 
which govern the arrangements of 
words to form sentences. Clearly, the 
syntax of both the language from 
which the translation is being made 
(called the source language) and the 
language into which the source lan- 
guage is being translated (called the 
target language) must be taken into 
account in attempting to simulate trans- 
lation. The natural tendency in me- 
chanical translation research has been 
to concentrate first on the syntax of 
the source language in order to be able 
to analyze, or parse, automatically the 
source-language text that is being proc- 
essed. Automatic parsing turned out to 
be a difficult problem, and only after 
many years of effort have reasonably 
complete computer programs for auto- 
matic parsing been completed. To put 
it very simply, such a program per- 
forms two basic functions: it (i) adds 
to each word of a source text the set 
of possible grammatical categories into 
which the word might fall, and (ii) 
derives from this sequence of sets of 
categories one or more possible syn- 
tactic analyses, or parsings, of the text. 
One example of such a program is the 
Harvard program for syntactic analysis 
of English, which has recently been 
included in the SHARE system for 
distribution of computer programs (4). 
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Experimental simulated translations 
from Russian to English have thus far 
been based largely on syntactic analy- 
sis of the Russian, with a view to 
resolving some of the ambiguities in 
the source text. Only modest attempts 
have been made to follow up the anal- 
ysis with generation of the English sim- 
ulated translation in accordance with 
English syntax. As a result, simulated 
translations have been largely ungram- 
matical. In one important way, how- 
ever, improvement can be, and has 
been, made on this level through the 
use of parsing to eliminate those mul- 
tiple equivalents that correspond to 
grammatical categories inconsistent 
with the syntactic analysis or analyses 
of the text. Even were the syntactic 
analysis complete, however, a consider- 
able number of the multiple equiva- 
lents would not be eliminable by this 
method, since alternative translational 
equivalents often are grammatically 
identical. It follows that in any simu- 
lated translations where no alternatives 
are presented, many equivalents will 
be incorrect, since there is at present 
no general method known for making 
a correct selection. 

Had it not been for the eagerness of 
those requiring translations, the auto- 
matic simulation of translation might 
have been postponed until more was 
known about the problem. In fact, 
most researchers have not yet attempt- 
ed the simulation of translations. Thus 
far, as I have pointed out, only one- 
sided syntactical processing has been 
attempted. Probably it will be possible 
in a few years to experiment for the 
first time with two-sided syntactical 
processing, in which syntactic analysis 
of the source language is linked to syn- 
tactic generation of the target language. 
This processing should produce a closer 
simulation of translation than has been 
achieved in the past, though probably 
still not sufficiently close a simulation 
to be widely usable as a substitute for 
translation. 

Several possible applications of syn- 
tactical analysis programs have been 
studied and experimented with. A pro- 
gram devised by the University of 
Pennsylvania was applied, by the Radio 
Corporation of America, to the com- 
pression or condensation of English 
texts through the suppression of certain 
subordinate constructions (5). Another 
example is the research now being done 
at Harvard (6) on information re- 
trieval through the use of syntactic 
analysis. 

Transformational Translation 

The fourth level of language proc- 
essing which has been considered is 
transformational processing. Transfor- 
mations are rules which indicate how 
various syntactic constructions in a lan- 
guage are related to, or may be derived 
from, other constructions which are 
regarded as simpler or more basic. The 
collection of transformational rules for 
a language is called a transformational 
grammar. Transformational process- 
ing, or transformational simulated 
translation, is language processing 
based on the use of transformational 
grammars both for the analysis of the 
source language and for the generation 
of the target language. 

One attractive feature of attempting 
to simulate translation on this fourth 
level is that, for the first time, there 
appears to be available a reasonable 
mechanism for performing the heart of 
the translation process, the step be- 
tween the analysis of the source lan- 
guage and the generation of the target 
language. 

The description of this step that 
I gave earlier in discussing simu- 
lated translation on the syntactic level 
was necessarily quite vague. This is 
because it is not entirely clear just how 
the "linking" will take place. On the 
transformational level, however, the 
situation is different in that the repre- 
sentation of the input structure ob- 
tained after analysis can be made very 
concise, and it appears likely that cor- 
respondences can be set up between 
the source and target transformational 
representations which can be used as 
a basis for simulated translation. 

There is considerable interest in 
transformational grammar outside the 
field of mechanical translation re- 
search, and work by linguists in this 
field should prove useful in mechanical 
translation research. Fairly complete 
transformational grammars of English 
have been developed, but present 
knowledge of the transformations of 
other languages is very incomplete. 

Some preliminary work on transfor- 
mational translation from German to 
English has been done at the Univer- 
sity of Pennsylvania. Also in progress 
there is work aimed at using transfor- 
mational representations to normalize 
English text for the purpose of search- 
ing for information. It should also be 
possible to translate from English to 
English-that is, to paraphrase-once 
this stage has been reached. 
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Semantic Translation 

The fifth level of language process- 
ing which has been considered is the 
semantic level. Although transforma- 
tional translation should represent a 
considerable advance over processing 
on the lower levels, it seems likely that 
some account must be taken of the 
meaning or content of language in 
order to produce satisfactory simulated 
translations, for in translation it is, 
after all, the meaning which must be 
conveyed. 

Research on the problems of mean- 
ing in translation is under way, and 
some insight into the nature of pos- 
sible solutions has been gained, but 
much work lies ahead. In summary, 
then, for some pairs of languages-for 
example, in simulated translation from 
Russian to English-language process- 
ing can now be done at a level some- 
what below syntactic simulated trans- 
lation, the third level described. Proc- 
essing on the first two levels may lead 
to increased translation capacity if such 
techniques can be suited to the use of 
translators. Evaluation of the usefulness 
of future processing on the third and 
higher levels will have to await future 
developments. 

Some Research Projects 

The oldest mechanical translation 
project in the United States is that at 
the Massachusetts Institute of Tech- 
nology. From its inception, the work 
has been concentrated on fundamental 
principles, and one discovery, that of 
the so-called depth hypothesis, has been 
recognized widely as being of great 
potential significance to mechanical 
translation. In addition, a special pro- 
gramming language for mechanical 
translation, called COMIT, has been 
devised by workers on this project and 
is being used by many other groups, 
both in the United States and abroad. 
Grammars for analysis and synthesis of 
a number of languages have been stud- 
ied, and work has begun on various ap- 
proaches to semantics, or content. This 
project is supported by the National 
Science Foundation. 

The only mechanical translation re- 
search project within a government 
laboratory is that supported by the U.S. 
Army at the National Bureau of Stand- 
ards. The goal of the project is the 
development of a practical procedure 
for translating from Russian to Eng- 
lish. The project is known for having 
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originated the method of parsing called 
predictive analysis (7). 

A project at Harvard is supported 
by the National Science Foundation 
and was in the past also supported by 
the U.S. Air Force. It has studied the 
problems of constructing dictionaries 
for automatic mechanical translation 
from Russian to English and, more re- 
cently, it has concentrated on methods 
of parsing Russian and English that 
are based on the Bureau of Standards' 
method of predictive analysis. 

Workers at the University of Cali- 
fornia, Berkeley, have been conducting 
research on mechanical translation 
from Russian to English and from 
Chinese to English, with emphasis on 
texts in the field of chemistry. This 
project, also supported by the National 
Science Foundation, has stressed the 
application of principles of linguistics 
to the analysis and simulation of the 
translation process. The Chinese char- 
acters that are important in scientific 
literature have been collected and 
thoroughly cross-indexed for the first 
time (8). 

A project at the University of Texas 
is supported both by the National Sci- 
ence Foundation and by the U.S. 
Army; it is concerned with research 
on English, German, Russian, and 
Chinese from the standpoint of me- 
chanical translation and related linguis- 
tic processing. An integrated system of 
computer programs has been com- 
pleted which permits the efficient gath- 
ering and organization of linguistic 
data for research. 

At Wayne State University the U.S. 
Navy supports a project concerned with 
translation of mathematical texts from 
Russian to English. This project has 
concentrated its study on a small sam- 
ple of Russian mathematics texts and 
has intensively analyzed certain impor- 
tant grammatical constructions. 

A comparative study of Chinese and 
English transformational grammars is 
being supported at Ohio State Univer- 
sity by the National Science Founda- 
tion. 

In addition to the projects which 
have concentrated on basic research, 
there are three projects in the United 
States which, besides carrying on re- 
search, have brought to a point of op- 
eration programs that produce crude 
output which resembles human transla- 
tion in some respects. All three have 
been concerned with translating from 
Russian to English. One of these 
projects, that at the Bunker Ramo 
Corporation (9), has concentrated on 

Russian texts in the field of nuclear 
physics, but it is broadening its work 
to include several other fields as well. 
The output produced by this project is 
based on a parsing of the Russian text, 
a limited effort being made to produce 
correct English through mechanical re- 
arrangement of word order, insertion 
of articles, and the like. Thus, the out- 
put, in English words, in some cases 
is understandable, but often the word 
order is that of the Russian and the 
output is unreadable as English. In 
many cases, more than one possible 
meaning is provided for a given Rus- 
sian word and one must try to select 
the appropriate meaning from context. 
Research is being carried on to im- 
prove the quality of the program, par- 
ticularly through comparison of the ex- 
perimental output with an actual trans- 
lation. This project was supported ear- 
lier by the Air Force and is currently 
supported by the National Science 
Foundation. 

The second such project, at George- 
town University, was supported during 
the research phase by the National Sci- 
ence Foundation, in part with funds 
transferred from the Central Intelli- 
gence Agency. Between 1959 and 1962 
the project was supported directly by 
the Central Intelligence Agency, and 
an effort was made to produce a large 
number of translations economically by 
post-editing the computer output. The 
method used is similar to that of the 
Bunker Ramo Corporation in that it is 
based on parsing and procedures for 
some rearrangement of word order. 
After careful evaluation it was deter- 
mined that the combined cost of pre- 
paring text for input, of computer 
processing, of output printing, and of 
post-editing made the process uneco- 
nomical at present. More recently the 
project has been supported by Euratom 
and by the Atomic Energy Commis- 
sion. 

Third, the I.B.M. Corporation has, 
with the support of the Air Force, 
completed a unique, but nonetheless 
general-purpose, computer for mechan- 
ical translation. In conjunction with 
this project the Air Force contracted 
for development of an experimental 
input device for mechanical translation 
from Russian to English-that is, a 
Russian print reader-as well as for 
adaptation of a photocomposition de- 
vice for the output. The Russian print 
reader has never become operational, 
and manually operated tape-typewrit- 
ers provide the input. As mentioned 
earlier, the system is being evaluated 
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at Wright-Patterson Air Force Base. In 
addition to constructing and experi- 
menting with equipment for mechani- 
cal translation, I.B.M. has conducted 
research on the translation process as 
well. 

Related Language Research 

As mechanical translation research 
progressed, it became clear that many 
of the problems with which it was con- 
cerned were also of importance to 
other research areas, such as automatic 
abstracting, automatic indexing, and 
automatic information storage and re- 
trieval. In particular, the techniques for 
thorough analysis of the source lan- 
guage that were sought as a step to- 
ward the mechanical translation of 
foreign languages should, if applied to 
English, provide a starting point in de- 
veloping methods of information re- 
trieval. Interestingly, many researchers 
on mechanical translation, after an 
initial period of experimentation on 
specific languages, came to seek gen- 
eralized methods of syntactic analysis 
applicable to a number of languages 
without change in the underlying princi- 
ples. Because of the close relationship 
between programs for analysis and pro- 
grams for synthesis, several translation 
projects began applying their methods 
to the analysis of English. Thus it ap- 
pears that programs for syntactic analy- 
sis should be divisible into two parts, 
a language-independent procedural part 
and a language-dependent data part 
which provides the specific facts about 
the language to be analyzed. One ad- 
vantage of this approach is that a pro- 
cedure which can be shown to be ap- 
plicable to a second language can be 
said to have been experimentally veri- 
fied. Attempts to apply essentially the 
same procedures to more than one lan- 
guage are being made at the Univer- 
sity of Texas (English, German, Rus- 
sian, and Chinese), at the Univer- 
sity of California (Russian and Chi- 
nese), and at Harvard (English and 
Russian). 

Among research groups working on 
information retrieval and also studying 
English syntactic analysis are groups at 
the University of Pennsylvania, Indiana 
State University, and the System De- 
velopment Corporation. A group sup- 
ported by the National Science Foun- 
dation at the University of Pennsyl- 
vania, mentioned earlier, has for a 
number of years been developing pro- 
cedures for the syntactic and trans- 
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formational analysis of English. These 
workers have investigated various pro- 
cedures for syntactic analysis, one of 
which is closely related to the method 
of predictive analysis mentioned ear- 
lier. In addition, they have found it 
desirable to study certain foreign lan- 
guages as well, to gain further insight 
into the problems found in studying 
syntactic analysis of English. 

The group at the University of In- 
diana is working on mechanical analy- 
sis of scientific English in order to de- 
velop ways of storing it and retrieving 
information from it. Work is now be- 
ginning there on the automatic seman- 
tic analysis of English. This project is 
supported both by the Air Force and 
by the National Science Foundation. 

At the System Development Corpo- 
ration the Synthex research project has 
been concerned with programs to auto- 
matically index English text and to se- 
lect answers in response to questions 
in English about the text, which in- 
cludes 16 volumes of the Golden Book 
Encyclopedia. This group is also work- 
ing on the automatic generation of 
grammatically correct nonsense in or- 
der to better understand the role of 
syntax in language. 

These projects, together with the 
mechanical-translation projects, repre- 
sent a broad area of research concerned 
with the formal and computational as- 
pects of language processing. Research- 
ers in this area share a belief in the 
importance of discrete algorithmic pro- 
cedures, as opposed to procedures 
based on probabilistic and statistical 
calculations, feeling that formal com- 
putation on language information 
should be carried as far as possible 
before other methods are resorted to. 
As a result of this community of 
interest, a group of interested research- 
ers recently formed the Association for 
Mechanical Translation and Computa- 
tional Linguistics. As its name implies, 
its members include scientists in the 
field of mechanical translation and 
workers in other kinds of linguistic 
research based on similar computa- 
tional techniques and a similar philoso- 
phy. 

Support and Coordination of Research 

Research on mechanical translation 
has been supported over the past 9? 
years principally by five government 
agencies: the National Science Founda- 
tion, the Central Intelligence Agency, 
the Army, the Navy, and the Air 

Force. The variation in the definitions 
of the scope of this research has made 
it difficult to gather consistent data 
about support. This has led some to 
make extravagant estimates as to fund- 
ing. For example, Yehoshua Bar- 
Hillel, in a paper presented at the 
International Federation for Informa- 
tion Processing Congress in 1962 (10), 
stated that "tens of millions of dollars 
have already been spent on machine 
translation research." 

To arrive at a reasonable figure it 
is necessary to distinguish between the 
support of projects engaged in the de- 
sign and construction of hardware, such 
as computers and optical character 
readers, and the support of research 
and experiments on the linguistic as- 
pects of the problem. Authoritative fig- 
ures for the United States and for cer- 
tain foreign research supported by the 
United States for the years through 
fiscal year 1960 are to be found in 
Research on Mechanical Translation, a 
transcript of hearings before the Spe- 
cial Investigating Subcommittee on 
Science and Astronautics, U.S. House 
of Representatives, 86th Congress, 11, 
12, 13, and 16 May 1960. The figures 
total approximately $3 million for the 
five agencies for research on mechani- 
cal translation proper (that is, linguistic 
research) and slightly more for devel- 
opment of hardware. By the end of 
fiscal year 1963 the figure had grown 
to about $8 million for mechanical 
translation research and perhaps to a 
like amount for development of hard- 
ware. (Expenditures in other countries 
would add only a fraction to this 
total.) 

There are good reasons for not 
lumping the hardware figure with the 
linguistic figure. First, it is difficult to 
decide which kinds of hardware devel- 
opment should be included. Second, 
hardware developed specifically for 
mechanical translation has been used 
in other fields, and it is difficult to 
assign any particular portion of the 
funds to this field. Finally, because 
linguistics and hardware are so differ- 
ent, an "apples and pears" addition of 
the two is artificial and apt to be mis- 
leading. 

On 19 July 1962, representatives of 
the National Science Foundation, the 
Department of Defense, and the Cen- 
tral Intelligence Agency, in order to 
strengthen coordination in the field of 
mechanical translation and related lan- 
guage research, agreed upon a "Joint 
Research and Development Program 
for Automatic Language Processing." 
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Automatic language processing under 
the plan includes mechanical transla- 

tion, computational linguistics, and re- 
lated work in areas such as automatic 

abstracting and development of hard- 
ware. The adoption of this plan con- 
stitutes recognition by the agencies in- 
volved that "fully automatic high-qual- 
ity language processing, including me- 
chanical translation, is a long-range 
goal," and that cooperation in plan- 
ning and research are necessary to 
progress in this field. 

A recent important step under the 
Joint Automatic Language Processing 
Program has been the appointment by 
the National Academy of Sciences of 
John R. Pierce as chairman of an ad- 
visory committee for automatic lan- 
guage processing. When fully estab- 
lished, the committee will provide the 
agencies participating in the joint pro- 
gram with advice which will aid them 
in planning future research, develop- 
ment, and evaluation in this field. 
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Warren Weaver concludes his note 
"Translation," referred to earlier (3), 
by indicating four possible types of at- 
tack on the mechanical translation 
problem. As for the fourth, he says, 

Indeed, what seems . .. to be the most 
promising approach of all is one based 
on . . . an approach that goes so deeply 
into the structure of languages as to 
come down to the level where they 
exhibit common traits.. . . 

Such a program involves a presumably 
tremendous amount of work in the logical 
structure of languages before one would 
be ready for any mechanization. . . . But 
it is along such general lines that it 
seems likely that the problem of transla- 
tion can be attacked successfully. Such a 
program has the advantage that, whether 
or not it lead to a useful mechanization 
of the translation problem, it could not 
fail to shed much useful light on the 
general problem of communication. 

The history of mechanical transla- 
tion research has shown Warren Weav- 
er's insight of 15 years ago to have 
been remarkably prophetic. 
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It is well known that European work 
in the design and applications of com- 

puting equipment is widely underrated 
in the United States. Few Americans 
read the foreign technical journals, and 
the assumption is widespread that Eu- 
ropean work is either inferior in qual- 
ity or, in any case, lagging behind 
equivalent American work by many 
years. 

This opinion seems astonishing when 
one considers, for example, the out- 
standing European contributions in the 
area of computer organization and 
computer language design. However, 
many Europeans appear to agree with 
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the view that one must come to Ameri- 
ca in order to be in the forefront of 

developments. The following quotation 
from Fairthorne may be typical (1): 

In the English system, in my experience, 
one first pretends that the [information 
processing] log jam does not exist. Then, 
when it is absolutely impossible to avoid 
knowing it is there, one says that, ,after 
all, only the very best people do have 
log jams and this is good for the national 
character. 

Conditions in Europe were found to 
be neither all black nor all white. 
Clearly, in quantity at least, the Eu- 
ropean output cannot compare with the 
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work in this country. On the other 
hand, a considerable number of inter- 
esting developments are taking place. 

In this article an attempt is made 
first to describe briefly the conditions 
of research in Europe and, thereafter, 
to cover some of the more interesting 
recent endeavors in information pro- 
cessing. Developments in processor and 
information organization are men- 
tioned briefly, followed by a selective 
review of work in the analysis of nat- 
ural languages; the identification of 
document content by statistical, struc- 
tural, and logical methods; the genera- 
tion of computer-produced outputs of 
various kinds; the operation of auto- 
matic information retrieval systems; 
and the evaluation of retrieval effective- 
ness (2). 

Conditions of Research 

It must be mentioned at the outset 
that the importance of automatic in- 
formation processing is being increas- 
ingly realized in Europe; this is directly 
reflected, for example, in the rapid pace 
at which computers are being installed 
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