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Fig. 2. The glucose-linked pathway of 
hydrogen peroxide detoxification. 

drogenase (7) and from a group of 
normal volunteers. The blood, either 
freshly drawn or refrigerated for 12 to 
24 hours, was diluted with two to three 
volumes of isotonic saline and centri- 
fuged, and the supernatant fluid and 
buffy coat were removed by aspiration. 
The packed erythrocytes were then 
washed twice in four to six volumes of 
isotonic saline, and finally resuspended 
in three parts of isotonic saline at pH 
7.4 (8), containing 250 mg of glucose 
per 100 ml. Three and a half milliliters 
of the erythrocyte suspension were 
placed in the main compartment of a 
manometric flask, and 0.25 ml of com- 
mercial 30-percent hydrogen peroxide 
was placed in the center well. The ves- 
sel was capped with Parafilm and incu- 
bated at 37?C in a Dubnoff metabolic 
incubator at a shaking speed of 90 to 
100 oscillations per minute. Under these 
conditions, roughly 12 ,mole of hydro- 
gen peroxide were added to the main 
compartment per hour, as determined 
by collecting the peroxide in IN H2SO0 
and titrating with standardized 0.01N 
KMnO4. 

At the end of 3 hours, the contents 
of the main compartment were removed 
and analyzed for reduced glutathione 
by a modification of the technique of 
Grunert and Phillips (9). The value at 
3 hours was compared with that at zero 
time, and the data are expressed as per- 
cent change in reduced glutathione in 
3 hours (see Fig. 1). Losses of 50 to 90 
percent were observed for erythrocytes 
obtained from 13 individuals deficient 
in the dehydrogenase; no losses were 
observed for erythrocytes with normal 
levels of the enzyme. No losses in re- 
duced glutathione were noted in control 
samples incubated without hydrogen 
peroxide. 

However, losses of reduced gluta- 
thione induced by hydrogen peroxide 
could be obtained with normal erythro- 
cytes also, when they were incubated in 
the absence of glucose. These results 
are similar to those reported by Beutler 
et al. (10) for the hemolytic agent 
acetylphenylhydrazine; they demon- 
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normal erythrocytes is linked to the me- 
tabolism of glucose. 
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The loss in reduced glutathione was 
most probably due to its oxidation, as 
catalyzed by the erythrocyte enzyme, 
glutathione peroxidase (3). Coupling of 
hydrogen peroxide to reduced gluta- 
thione was not catalyzed by any perox- 
idatic activity of catalase, since the 
catalase inhibitor, azide, did not block 
this activity, but rather augmented it. 
The glucose-linked protective mechan- 
ism of normal erythrocytes may best 
be attributed to the reduction of oxi- 
dized glutathione by the triphosphopy- 
ridine nucleotide (TPNH) specific, glu- 
tathione reductase (11); the reduced tri- 
phosphopyridine nucleotide is supplied 
from the activity of the hexose mono- 
phosphate shunt (see Fig. 2) (3). In 
G-6-PD deficient erythrocytes, the se- 
vere limitation in TPNH production 
from the dehydrogenation of glucose-6- 
phosphate (and from the subsequent de- 
hydrogenation of 6-phosphogluconate) 
results in a marked inability to main- 
tain the level of reduced glutathione in 
the continuous presence of low-level, 
steady-state concentrations of hydrogen 
peroxide. The major importance of the 
glutathione peroxidase-G-6-PD path- 
way for the detoxification of hydrogen 
peroxide in erythrocytes is illustrated 
by the fact that once the GSH level has 
fallen, other changes, such as methemo- 
globin formation and increased osmotic 
fragility, become more and more evi- 
dent under the influence of diffusing 
peroxide (12). 

These data are consistent with a 
mechanism of drug-induced hemolysis 
in G-6-PD deficient erythrocytes, in 
which hydrogen peroxide plays a major 
role. It is suggested that the oxidative 
damage induced by hemolytic agents is 
caused in part by the intermediate gen- 
eration of hydrogen peroxide in low 
concentration from the autoxidation of 
the active drugs or their metabolites 
(13). 
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Cortex in Humans with and without 

Psychiatric Disorder 

Abstract. With a photographic averager 
to extract evoked cortical responses, re- 
activity cycles of primary potentials were 
determined over 200 milliseconds in 105 
subjects. The typical cycle was biphasic, 
with peaks before 20 and after 100 msec. 
Subjects who were not psychiatric patients 
showed full recovery of responsiveness 
during the initial peak phase, whereas 
most of the psychiatric patients did not. 

The purpose of this report is to 
describe the reactivity cycle of the 
somatosensory cortex in man and to 
present evidence that quantitative altera- 
tions in this cycle occur in psychiatric 
illness. 

The cortical reactivity cycle is deter- 
mined by applying paired "condition- 
ing" and "test" stimuli, separated by 
varying intervals, to evoke cortical 
potentials. The relative amplitude of 
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varying intervals, to evoke cortical 
potentials. The relative amplitude of 
the two potentials (ratio of the second 
to the first) gives an indication of 
changes in cortical responsiveness with 
time subsequent to the first stimulus. 
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This procedure is similar to the classi- 
cal one for determining the excitability 
cycle of nerve in that it uses paired 
stimuli; it also differs, in that response 
magnitude, rather than threshold, is 
the indicator. 

There have been almost no studies of 
human cortical reactivity cycles because 
of the difficulty in detecting evoked 

potentials with scalp electrodes. These 

potentials are very small at the scalp 
and are obscured by the much larger 
"spontaneous" brain rhythms. Gastaut, 
Corriol, and Roger (1) were able to 
make some determinations from the 
visual cortex in subjects with unusually 
large responses to light flash, but their 
data suggest that they were measuring 
a secondary component of the evoked 
potential. Purpura et al. (2) studied 
three patients, two schizophrenic, with 
brain exposed at operation; their re- 
sults suggested delayed recovery to 
direct cortical stimulation in the schizo- 

phrenic. We applied Dawson's principle 
of averaging to extract evoked potentials 
from scalp recordings (3); in a few sub- 
jects we showed that the records so 
obtained could be used to plot a cortical 
reactivity cycle. 

In the study reported here, cortical 
potentials evoked by electrical stimula- 
tion of the ulnar nerve at the wrist were 
extracted by means of a photographic 
averager. Shipton has described the ap- 
paratus (4). The electroencephalo- 
graphic recording from the somatosen- 
sory area contralateral to the stimulus 
is led to a cathode ray oscilloscope, 
whose beam is modulated so that fluctu- 
ations of brightness in a horizontal line 
correspond to amplitude variations in 
the usual Y-axis. The vertical position 
of the beam is systematically shifted for 
each sweep by a raster. We photograph 
100 sweeps routinely on Polaroid slide 
film. The film is optically analyzed by 
moving it across a slit through which 
a beam of light passes onto a photo- 
multiplier, the output of which is 
written out on an X-Y plotter. Figure 
1 shows a film and the corresponding 
tracing; it also indicates the difficulty 
of detecting evoked potentials in the 
electroencephalogogra. Electrical stimuli 
were brief (usually 0.1 msec) and of 
sufficient intensity to elicit a twitch in 
the little finger. The time between suc- 
cessive pairs of stimuli was 1.3 seconds. 

The film record in Fig. 1 demon- 

strates that the primary evoked poten- 
tial is consistently present and of con- 
stant latency. Upward deflection in the 
tracings indicates relative positivity at 
the active electrode. The primary com- 
plex begins with a negative deflection, 
maximal at latency of 17 to 23 msec; 
positivity follows, peaking at 21 to 30 
msec. There may be two positive com- 
ponents in the complex. A more vari- 
able series of secondary components, 
extending to 350 or 400 msec, generally 
follows the primary complex. 

Reactivity cycles were obtained in 13 
apparently healthy nonpatients and in 
92 psychiatric patients of all types. The 
cycles are based only on primary re- 
sponses, measured from peak negativity 
to peak positivity. Mean amplitude was 
about 3 /v. Pairs of stimuli were 
separated, from 2.5 to 200 msec, by 26 
intervals, with separations in steps of 
2.5 msec from 2.5 to 20 msec and in 
steps of 10 msec thereafter. 

The tracings in Fig. 2 illustrate re- 
covery of responsiveness for one sub- 
ject with unusually large responses and 
very little secondary activity. Ordinarily 
the secondary components must be 
separated from the second primary re- 

Fig. 1 (left). (Upper trace) Effect of single shocks to the right ulnar nerve on a conventional electroencephalogram from the left 
sensorimotor area. (Bottom trace) Optical analysis, giving an average of 100 responses from slide film (film and trace on identical 
time scale). T, Maximum initial negativity; P, peak of positive component. Fig. 2 (right). Tracings from one subject to illustrate 
development and amplitude fluctuation of responses to the second of a pair of stimuli separated by varying intervals. The time 
scale is longer in the right-hand column; Ti and T2, points of maximum negativity for the first and second responses. 
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Fig. 3. Mean reactivity cycles of patients 
and nonpatients. A ratio of 1.0 indicates 
full recovery of responsiveness. 

sponse by subtracting the changes at 
corresponding times subsequent to an 
unpaired stimulus. It may be noted in 
Fig. 2 that the second response in- 
creases until it is as large as the first 
at a separation of 17.5 msec. A sub- 
sequent brief period of response greater 
than normal is then followed by dimi- 
nished responsiveness until the second 
response is again greater than the first, 
at 110 msec. This biphasic pattern 
characterized the recovery curves of all 
nonpatients, as indicated in the mean 
curve (Fig. 3). 

Figure 3 also shows the mean re- 
activity cycle for the patients. Al- 
though the biphasic pattern was also the 
predominant one in the individual 
curves of most of the patients, this is 
not clear in the mean curve because 
the amount of recovery was less than in 
nonpatients and there was greater dis- 
persion in timing. The greatest differ- 
ence between patients and controls was 
in the amount of recovery by 20 msec. 
All nonpatients, except one with a peak 
recovery ratio of 0.95, showed full 
recovery by 20 msec. Only 27 patients 
(29 percent) showed full recovery-a 
highly significant difference (P < .001). 
It may be noted that two-thirds of the 
patients whose recovery ratios over- 
lapped those of the controls were diag- 
nosed as psychoneurotic, whereas for 
psychotics there was almost no overlap. 
The greater reactivity of nonpatients 
from 100 to 120 msec was also sta- 
tistically significant (P = .03). Relia- 
bility, on retest, of the measure of peak 
recovery by 20 msec was 0.78 in 17 
subjects. No significant age or sex 
differences were found. 

The mean time for initial recovery 
of reactivity in the nonpatients was 12.5 
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msec. This is more rapid than the re- 
covery time reported for any animal 
and suggests that initial recovery time 
may be phylogenetically determined. 
It is also of interest that the major 
differences between patients and non- 
patients in cortical reactivity occurred 
during this early phase of recovery. The 
differences in findings for patients and 
for controls indicate that research de- 
signed to determine factors governing 
the cortical reactivity cycle may be of 
great importance to psychiatry. Infor- 
mation about the anatomical locus and 
neurohumoral mechanisms underlying 
the cycle may help to clarify the patho- 
physiology of disturbed behavior. As 
the reactivity cycle is easy to determine 
in animals, relevant experimentation 
with implanted electrodes, with drugs, 
and with surgery may readily be carried 
out (5). 
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Choline Sulfate in Higher Plants 

Abstract. Choline sulfate, the sulfate 
ester of choline, is widely distributed in 
plant species and tissues. It constitutes up 
to one-third of the labeled metabolic prod- 
ucts of radiosulfate uptake by roots of 
sulfur-deficient corn, barley, and sunflower 
plants. This neutral, nonabsorbed zwit- 
terion appears to be a useful reservoir for 
sulfur in plants. 

O-Choline sulfate has previously 
been identified in mycelia and conidio- 
spores of certain fungi (1), in a genus 
of lichens (2), and in a red alga (3). 
The analogous choline phosphate oc- 
curs in higher plants and is involved 
in phosphorus transport by the sap (4). 

In this study (5) corn (Zea mays), 
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in water or in sand with either a com- 
plete Hoagland solution or one lack- 
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ing sulfate. The roots were cut at 
different times, allowed to take up 
radiosulfate during periods of several 
hours, and extracted with hot 80-per- 
cent ethanol. Two-dimensional paper 
chromatography (6) and autoradiog- 
raphy revealed a major radioactive 
product (RF = 0.89 in phenol and wa- 
ter [100: 40 wt./wt.]; RF = 0.37 in 
n-butanol, propionic acid, and water 
[142: 71 : 100 vol/vol]). It was identi- 
fied as choline sulfate by cochromatog- 
raphy with synthetic choline sulfate-S35, 
by the identity of the hydrolysis rates 
of the natural product and synthetic 
choline sulfate-S38 (half-time for hydrol- 
ysis is 33 minutes in .ON HCI at 
100?C), and by repeated cocrystalliza- 
tion with synthetic choline sulfate (7). 

In order to ascertain that the for- 
mation of choline sulfate was not due 
to microorganisms associated with the 
plant roots, corn and barley were 
grown on agar under sterile conditions. 
Choline sulfate-S85 was formed as be- 
fore. 

Choline sulfate was the major la- 
beled compound formed by roots of 
sulfur-deficient plants, constituting up 
to one-third of the incorporated S35. In 
leaves of the deficient plants as well as 
in normal roots and leaves of all the 
higher plants examined, choline sulfate 
constituted 5 to 15 percent of all the 
soluble sulfur compounds. 

The large amount of choline sulfate 
formed in roots of sulfur-deficient 
plants suggests its function as a major 
sulfur reservoir. Its neutral nature and 
high solubility in organic solvents sug- 
gest that it functions as an effective 
transport agent and that choline-con- 
taining membranes mediate in the trans- 
port mechanism. 
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