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R
ECENT DEVELOPMENTS I N  COMMU-

NICATION THEORY use a function 
called the entropy, which gives a measure 
of the quantity of information carried by 

a message. This name was chosen because of the 
similarity in mathematical form between informa-
tional entropy and the entropy of statistical me-
chanics. Increasing attention is being devoted to the 
connection between information and physical entropy 
(1-9), Maxwell's demon providing a typical oppor- 
tunity for the concepts to interact. 

It is the purpose of this paper to present a short 
history of the concepts of entropy and information, 
to discuss information in physics and the connection 
between physical and informational entropies, and to 
demonstrate the logical identity of the problem of 
measurement and the problem of communication. 
Various implications for statistical mechanics, thermo- 
dynamics, and quantum mechanics, as well as the 
possible relevance of generalized entropy for biology, 
will be briefly considered. Paradoxes and questions of 
interpretation in quantum mechanics, as well as re- 
ality, causality, and the completeness of quantum 
mechanics, will also be briefly examined from an in- 
formational viewpoint. 

INI?ORMATION AND ENTROPY 

Boltzmann's discovery of a statistical explanation 
for entropy will always rank as one of the great 
achievements in theoretical physics. By its use, he was 
able to show how classical mechanics, applied to bil- 
liard-ball molecules or to more complicated mechanical 
systems, could explain the laws of thermodynamics. 
After much controversy (arising from the reversibility 
of mechanics as opposed to the irreversibility of 
thermodynamics), during which the logical basis of 
the theory was recast, the main results were firmly 
based on the abstract theory of measurable sets. The 
function Boltzmann introduced depends on how 
molecular positions and momenta range over their 
possible values (for fixed total energy), becoming 
larger with increasing randomness or spread in these 
molecular parameters, and decreasing to zero for a 
perfectly sharp distribution. Entropy often came to 
be described in later years as a measure of disorder, 
randomness, or chaos. Boltzmann himself saw later 

1Presented in shor ter  form before the  American Physical 
Society Feb. I ,  19.51, and before a physics seminar a t  Purdue 
University Feb. 21, 1951. 

that statistical entropy could be interpreted as a 
measure of missing in£ ormation. 

A number of d8erent  definitions of entropy have 
been given, the differences residing chiefly in the em- 
ployment of different approximations or in choosing 
a classical or quantal approach. Boltzmann's classical 
and Planck's quantal definitions, for example, are, 
respectively, 

S =-lcJflog f dr ,  
and S =  k l o g  P.  

Here k is Boltzmann's constant, f the molecular dis- 
tribution function over coordinates and momenta, dt 
an element of phase space, and P the number of inde- 
pendent wave functions consistent with the known 
energy of the system and other general information, 
like requirements of symmetry or accessibility. 

Even before maturation of the entropy concept, 
Maxwell pointed out that a little demon who could 
"see" individual molecules would be able to let fast 
ones through a trap door and keep slow ones out. A 

. specimen of gas a t  uniform temperature could thereby 
be divided into low and high temperature portions, 
separated by a partition. A heat engine working be- 
tween them would then constitute a perpetuum mobile 
of the second kind. Szilard ( I ) ,  in considering this 
problem, showed that the second law of thermody-
namics could be saved only if the demon paid for the 
information on which he acted with entropy increase 
elsewhere. If ,  like physicists, the demon gets his in- 
formation by means of measuring apparatus, then the 
price is paid in full. He was led to ascribe a thermo- 
dynamical equivalent to an item of information. If  one 
knew in which of two equal volumes a molecule was 
to be found, he showed that the entropy could be re- 
duced by k log 2. 

Hartley ( 2 ) ,  considering the problem of trans-
mitting information by telegraph, concluded that an 
appropriate measure of the information in a message 
is the logarithm of the number of equivalent messages 
that might have been sent. For example, if a message 
consists of a sequence of m choices from k symbols, 
then the number of equivalent messages is kn, and 
transmission of any one conveys an amount of in-
formation m log k. I n  the hands of Wiener (3 ,4 ) ,  
Shannon (51, and others, Hartley's heuristic begin- 
nings become a general, rigorous, elegant, and power- 
ful theory related to statistical mechatlies and promis- 
ing to revolutionize communication theory. The ensem- 
ble of possible messages is characterized by a quantity 
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completely analogous to entropy and called by that 
name, which measures the information conveyed by 
selection of one of the messages. I n  general, if a sub- 
ensemble is selected from a given ensemble, an amount 
of information equal to the dzerence of the entropies 
of the two ensembles is produced. A communication 
system is a means for transmitting information from 
a source to a destination and must be capable of trans- 
mitting any member of the ensemble from which the 
message is selected. Noise introduces uncertainty a t  
$he destination regarding the message actually sent. 
The difference between the a priori entropy of the 
ensemble of messages that might have been selected 
and the a posteriori entropy of the ensemble of mes-
sages that might have given rise to the received signal 
is reduced by noise so that less information is con-
veyed by the message. 

It is clear that Hartley's definition of quantity of 
information agrees with Planck's definition of entropy 
if one correlates equivalent messages with independent 
wave functions. Wiener and Shannon generalize 
Hartley's definition to expressions of the same form 
as Boltzmann's definition (with the constant k S ~ D -

pressed) and call i t  entropy. It may seem confusing 
that a term connoting lack of information in physics 
is used as a measure of amount of information in 
communication, but the situation is easily clarified. 
I f  the message to be transmitted is known in advance 
to the recipient, no information is conveyed to him 
by it. There is no initial uncertainty or doubt to be 
resolved; the ensemble of a priori possibilities shrinks 
to a single case and hence has zero entropy. The 
greater the initial uncertainty, the greater the amount 
of information conveved when a definite choice is 
made. I n  the physical case the message is not sent, so 
to speak, so that physical entropy measures how much 
physical information is missing. Planck's entropy 
measures how uncertain we are about what the actual 
wave function of the system is. Were we to determine 
it exactly, the system would have zero entropy (pure 
case), and our knowledge of the system would be 
maximal. The more information we lose, the greater 
the entropy, with statistical equilibrium corresponding 
to minimal information consistent with known energy 
and physical make-up of the system. We can thus -
equate physical information and negative entropy (or 
negentropy, a term proposed by Brillouin [ 9 ] ) .  
Szilard's result can be considered as giving thermo- 
dynamical support to the foregoing. 

Let us now try to be more precise about what is 
meant by information in physics. Observation (meas- 
urement, experiment) is the only admissible means 
for  obtaining valid information about the world. 
Measurement is a more quantitative variety of ob-
servation; e.g., we observe that a book is near the 
right side of a table, but we measure its position and 
orientation relative to two adjacent table edges. When 
we make a measurement, we use some kind of pro-
cedure and apparatus providing an ensemble of possi- 

ble results. Elor measurement of length, for example, 
this ensemble of a priori possible results might consist 
of :  ( a )  too small to measure, ( 6 )  an integer multiple 
of a smallest perceptible interval, ( c )  too large to 
measure. It is usually assumed that cases ( a )  and ( c )  
have been excluded by selection of instruments having 
a suitable range (on the basis of preliminary observa- 
tion or prior knowledge). One can define an entropy 
for this a priori ensemble, expressing how uncertain 
we are initially about what the outcome of the meas- 
urement will be. The measurement is made, but be- 
cause of experimental errors there is a whole ensemble 
of values, each of which could have given rise to the 
one observed. An entropy can also be defined for this 
a posteriori ensemble, expressing how much uncer-
tainty is still left unresolved after the measui ement. 
We can define the quantity of physical information 
obtained from the measurement as the difference be- 
tween initial (a  priori) and final (a  posteriori) en-
tropies. We can speak of position entropy, angular 
entropy, etc., and note that we now have a quantita- 
tive measure of the information yield of an experi-
ment. A given measuring procedure provides a set 
of alternatives. Interaction between the object of 
interest and the measuring apparatus results in selec- 
tion of a subset thereof. When the results of this 
process of selection become known to the observer, 
the measurement has been completed. 

It is now easy to see' that there is an analogy be- 
tween communication and measurement which actually 
amounts to an identity in logical structure. Fig. 1 

COMMUNiCATiON SYSTEM 

INFORMnTlON 

INTEREST 

E R R W  SOURCE I I 
MEASURING PROCEDURE AND APPARATUS 

shows this less abstractly. The blocks and upper cap- 
tions follow Shannon's characterization of a communi- 
cation system; the lower captions give analogous 
terms for  a measuring apparatus. The system of in- 
terest corresponds to the information source, the ob- 
server to the destination for  which the message is 
intended. The message corresponds to a measure of 
the property of interest, which is often encoded by the 
transmitter or measuring apparatus into a signal con- 
sisting of information-bearing variations of some 
physical quantity, often quite distinct from the one 
of direct interest. The signal, corrupted by noise or 
errors, is decoded by the receiver or indicator and 
presented as a message or measured value a t  the out- 
put of the system. Calibration in measurement is, in 
part, the analog of distortion correction in communi- 
cation. I n  practice a communication or measuring 



system often consists of a number of subsystems in 
series. intermediate ones serving as destinations for u 


their predecessors and as sources for their successors. 
The sensory and nervous apparatus of the observer 
can be considered the ultimate system, which, to-
gether with instruments, operations, and apparatus, 
constitutes the means whereby the mind of the scien- 
tist communicates with, or acquires information about, 
the universe. 

Some implications of the informational viewpoint 
must be considered. First of all, the entropy of in-
formation theory is, except for a constant depending 
on choice of units, a straightforward generalization of 
the entropy concept of statistical mechanics. Infor- 
mation theory is abstract mathematics dealing with 
measurable sets, with choices from alternatives of an 
unspecified nature. Statistical mechanics deals with 
sets of alternatives provided by physics, be they wave 
functions, as Planck's quantal definition, or the com- 
plexions in phase space of classical quantum statistics. 
Distinguishing between identical particles (which 
leads to Gibbs' paradox and nonadditivity of entropy) 
is equivalent to claiming information that is not at 
hand, for there is no measurement yielding it. When 
this nonexistent information is discarded, the paradox 
vanishes. Symmetry numbers, accessibility conditions, 
and parity are additional items of (positive or nega- 
tive) information entering into quantal entropy cal- 
culations. 

Second, we can formulate the statistical expression 
of the second law of thermodynamics rather simply 
in terms of information: Our information about an 
isolated system can never increase (only by measure- 
ment can new information be obtained). Reversible 
processes conserve, irreversible ones lose information. 

Third, all physical laws become relationships be- 
tween types of information, or information functions 
collected or constructed according to various pro-
cedures. The difference between classical or quantum 
mechanics, on one hand, and classical or quantum 
statistics, on the other, is that the former is concerned 
with theoretically maximal information, the latter 
with less than the maximal. From the present view- 
point, therefore, classical and quantum mechanics are 
.limiting cases of the corresponding statistics, rather 
than separate disciplines. The opposite limiting cases 
-namely, minimum information or maximum entropy 
-relate to the equilibrium distributions treated in 
texts on statistical mechanics. The vast, almost virgin 
field of nonequilibrium physics lies between these two 
extremes. 

It is tempting to speculate that living matter is 
distinguished, at least in part, by having a large 
amount of information coded in its structure. This 
information would be in the form of "instructions" 
(constraints) restricting the manifold of possibilities 
for its physicochemical behavior. Perhaps instructions 
for developing an organism are "programmed" in the 
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genes, just as the operation of a giant calculating 
machine, consisting of millions of parallel or consecu- 
tive operations, is programmed in a control unit. 
Schroedinger, in a fascinating little book, What I s  
Life?views living matter as characterized by its "dis- 
entropic" behavior, as maintaining its organization 
by feeding on ('negative entropy," the thermodynamic 
price being a compensating increase in entropy of its 
waste products. Gene stability is viewed as a quantum 
effect, like the stability of atoms. I n  view of previous 
discussion, the reader should have no trouble fitting 
this into the informational picture above. 

Returning to more prosaic things, we note, fourth, 
that progress either in theory of measurement or in 
theory of communication will help the other. Their 
logical equivalence permits immediate translation of 
results in one field to the other. Theory of errors and 
of noise, of resolving power and minimum detectable 
signal, of best channel utilization in communication 
and optimal experimental design are three examples 
of pairs where mutual cross-fertilization can be con- 
fidently expected. 

Fifth, absolutely exact values of measured quanti- 
ties are unattainable in general. For example, an 
infinite amount of information is required to specify 
a quantity capable of assuming a continuum of val- 
ues. Only an ensemble of possibly '(true" or "real" 
values is determined bv measurement. I n  classical 
mechanics, where the state of a system is specified by 
giving simultaneous positions and momenta of all 
particles in the system, two assumptions are made a t  
this point-namely, that the entropy of individual 
measurements can be made to approach zero, and 
furthermore that this can be done simultaneously for 
all quantities needed to determine the state of the 
system. I n  other words, the ensembles can be made 
arbitrarily sharp in principle, and these sharp values 
can be taken as "true" values. I n  current quantum 
mechanics the first assumption is retained, but the sec- 
ond is dropped. The ensembles of position and mo- 
menta values cannot be made sharp simultaneously 
by any measuring procedure. We are left with irre- 
ducible ensembles of possible "true" values of mo-
mentum, consistent with the position information on 
hand from previous measurements. It thus seems 

,natural, if not unavoidable, to conclude that quantum 
mechanics describes the ensemble of svstems consistent 
with the information specifying a state rather than 
a single system. The wave function is a kind of gen- 
erating function for all the information deducible 
from operational specification of the mode of prepa- 
ration of the system, and from it the probabilities of 
obtaining possible values of measurable quantities 
can be calculated. I n  co;mmunication terminology, the 
stochastic nature of the message source-i.e., the en- 
semble of possible messages and their probabilities- 
is specified, but not the individual message. The en-
tropy of a given state for messages in x-language, p-
language, or any other language, can be calculated m 
accordance with the usual rules. It vanishes in the 
language of a given observable if, and only if, the 



state is an eigenstate of that observable. For an eigen- 
state of an operator commuting with the Hamiltonian, 
all entropies are constant in time, analogous to equi- 
librium distributions in statistical mechanics. This 
results from the fact that change with time is ex-
pressed by a unitary transformation, leaving inner 
products in Hilbert space invariant. The correspond- 
ing classical case is one with maximal information 
where the entropy is zero and remains so. For a wave- 
packet representing the result of a position measure- 
ment. on the other hand. the distribution smears out 
more and more as time goes on, and its entropy of 
position increases. We conjecture, but have not 
proved, that this is a special case of a new kind of 
quanta1 H-theorem. 

Sixth, the informational interpretation seems to re- 
solve some well-known paradoxes (10). For  example, 
if a system is in an eigenstate of some observable, and 
a measurement is made on an incompatible observable, 
the wave function changes instantaneously from the 
original eigenfunction to one of the second observable. 
Yet Schroedinger's equation demands that the wave 
function change continuously with time. I n  fact, the 
system of interest and the measuring equipment can 
be considered a single system that is unperturbed 
and thus varying continuously. This causal anomaly 
and action-at-a-distance paradox vanishes in the in- 
formation picture. Continuous variation oc.curs so 
long as no new information is obtained incompatible 
with the old. New information results from measure- 
ment and requires a new representative ensemble. The 
system of interest could '(really" change continuously 
even though our information about it did not. I t  does 
no harm to believe, as Einstein does, in a "real" state 
of an individual system, so long as one remembers that 
quantum mechanics does not permit an operational 
definition thereof. The Einstein-Podolsky-Rosen para- 
dox (IZ), together with Schroedinger's (12) sharp- 
ening of it, seems to be similarly resolved. Here two 
systems interact for a short time and are then com-
pletely separated. Measurement of one system .deter- 
mines the state of the other. But the kind of measure- 
ment is under the control of the experimenter, who 
can, for example, choose either one of a pair of com-
plementary observables. He obtains one of a pair of 
incompatible wave functions under conditions wher? 
an objective or "real" state of the system cannot be 
affected. If  the wave function describes an individual 
system, one must renounce all belief in its objective 
or "real" state. If  the wave function only bears in- 
formation and describes ensembles consistent there- 
with, there is no paradox, for an individual system 
can be compatible with both of two inequivalent en- 
sembles, as long as they have a nonempty intersection. 
The kind of information one gets simply varies with 
the kind of measurement one chooses to make. 

We close with some general observations. 

First, it  is possible to believe in a ('real" objective 


state of a quantum-mechanical system without con-
tradiction. As Bohr and Heisenbeg have shown, 
states of simultaneous definite position and definite 
momentum in quantum mechanic; are incompatible be- 
cause they refer to simultaneous results of two mu- 
tually exclusive procedures. But, if a variable is not 
measured, its corresponding operation has not been 
performed, and so unmeasured variables need not 
correspond to operators. Thus there need be no conflict 
with the quantum conditions. If  one denies simul- 
taneous reality to position and momentum then EPR 
forces the conclusion that one or the other assumes 
reality only when measured. I n  accepting this view- 
point, should one not assume, for consistency, that 
electrons in an atom have no reality, because any at- 
tempt to locate one by a photon will ionize the atom? 
The electron then becomes real (i.e., is "manufac- 
tured") only as a result of an attempt to measure its 
position. Similarly, one should also relinquish the 
continuum of space and time, for one can measure 
only a countable infinity of locations or instants, and 
even this is an idealization, whereas a continuum is 
uncountable. If  one admits as simultaneously real 
all positions or times that might be measured, then 
for consistency simultaneous reality of position and 
momentum must be admitted, for either one might be 
measured. 

Second, it is possible to believe in a strictly causal 
universe without contradiction. Quantum indetermin- 
acy can be interpreted as reflecting the impossibility 
of getting enough information (by measurement) to 
permit prediction of unique values of all observables. 
A demon who can get physical information in other 
ways than by making measurements might then see 
a causal universe. Von Neumann's proof of the im- 
possibility of making quantum mechanics causal by 
the introduction of hidden parameters assumes that 
these parameters are values that internal variables 
can take on, the variables themselves satisfying quan- 
tum conditions. Causality and reality (i.e., objec- 
tivity) have thus been rejected on similar grounds. 
Arguments for their rejection need not be considered 
conclusive for an individual system if quantum me-
chanics be viewed as a Gibbsian statistical mechanics 
of ensembles. 

The third point is closely connected with this-
namely, that quantum mechanics is both incomplete 
in Einstein's sense and complete in Bohr's sense (13). 
The former demands a place in the theory for the 
"real" or objective state of an individual system; the 
latter demands only that the theory correctly describe 
what will result from a specified operational pro-
cedure-i.e., an ensemble according to the present 
viewpoint. We believe there is no reason to exclude the 
possibility that a theory may exist which is complete 
in Einstein's sense and which would yield quantum 
mechanics in the form of logical inferences. I n  the 
communication analogy, Bohr's operational viewpoint 
corresponds to demanding that the ensemble of possi- 
ble messages be correctly described by theory when the 
procedure determining the message source is given 



with maximum detail. This corresponds to the attitude 
of the telephone engineer who is concerned with trans- 
mitting the human voice but who is indifferent to the 
meaning of the messages. Einstein's attitude implies 
that the messages may have meaning, the particular 
meaning to be conveyed determining what message is 
selected. Just as no amount of telephonic circuitry 
will engender semantics, so does "reality" seem beyond 
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During the course of taking a number of electron 
micrographs of very thin evaporated metallic deposits, 
it  has been noticed that under certain conditions the 
discontinuous distributions of particles have been sub- 
ject to strong orienting effects. The general behavior 
of these deposits and their appearance under the elec- 
tron microscope have received considerable attention 
during the past several years, and excellent photo- 
graphs by Levinstein ( I ) , Sennett and Scott ( 2 ) ,and 
others have confirmed the existence of isolated ag- 
glomerations of metal which appear to conform to the 
prediction of a theory of Lennard-Jones (3). 

Fig. 1,which is an electron micrograph of a silver 
deposit of average thickness of the order of 10 A on 
collodion, illustrates this orienting effect and shows an 
elementary structural unit that is circular in form, 
with a corresponding tendency for these units to link 
up and form a linear beadlike pattern. The explana- 
tion given for the existence of discrete particles is 
that the metallic atoms or molecules upon arriving a t  
the substrate surface give up  enough energy upon con- 
tact so as not to re-evaporate, but retain an energy 
suflicient to resist being bound in place. Since in gen- 
eral the binding of a metal atom for another metal 
atom is large compared with the binding to the organic 

1 The author takes this opportunity o f  expressing his grati- 
tude to  J.F.  Rinehart, of  the University of  California Medical 
School, for the use o f  the electron microscope and to E .  I .  du 
Pont de Nemours and Company for preparation o f  the nitro- 
cellulose samples. 

FIG.1. An evaporated deposit o f  silver ( a v  thickness, 10 
A )  on collodion. Note beadlike structure o f  the dark metallic 
particles. 

material composing the substrate, the metallic atoms 
then tend to drift about on the surface until (a) they 
coalesce with a metallic particle or ( b )  lose enough 
energy before collision with a metallic particle so that 
they become bound by the substrate. 

Although the foregoing explains the appearance of 
the small circular units, the linear orienting effect re- 
mains to be accounted for. One possibility considered 
was distortion of the microscope. However, there has 
been no dependence upon position in the field or any 
geometrical symmetries of the patterns. As Figs. 2-5 
show, there is no systematic optical defect to be found. 
Another possible cause that was quickly disposed of 
is the motion of the object during the exposure in- 
terval. This may give a somewhat similar result, but 
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