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to a single parent fragment 20 m across. Such a large 
fragment would have to come from a much larger 
and therefore much rarer impact than the ones mod- 
eled here. Consider further that to create a large 
number of different CRE ages, this fragment must 
undergo multiple breakup events, or a group of such 
mother fragments must each undergo breakup 
events at different times. Moreover, consider a 10- 
m-radius ejecta fragment as the parent of eight 
Shergottites. If the cosmic ray shielding depth is 2 m, 
then about half the volume of the fragment is shield- 
ed and will not present a 2-rr exposure history. A 
random draw of eight stones from the entire frag- 
ment would then have a (1/2)8 or 1/256 chance of all 
stones presenting a single-stage CRE history. Because 
multiple ages are required, and at each step the ratio 
of two-stage to single-stage CRE history material 
increases, the odds for recovering only 4-rr exposed 
stones drops even more. Finally, an impact that 
launches a 20-m-diameter fragment will likely launch 
an enormous number of decimeter-scale fragments, 
which would be more likely to reach Earth than 
would pieces of the 20-m fragment (28). 

27. The data in Fig. 3 show that a low-velocity regolith 
layer may be irrelevant with regard to launching 
lunar meteorites because of the much lower lunar 
escape velocity of -2.3 km/s. At this value, the spall 
velocity is the same in our models regardless of the 
presence of a regolith layer. The launch efficiency is 
then the same whether the surface is pristine or a 
deep regolith. Hence, the mechanism by which the 
launch of martian meteorites is biased in favor of 
young material cannot operate on the Moon. One 
implication of this is that lunar meteorite petrology 
should be representative of the observed surface 
units. This appears to be the case (9). The delivery 
time scale is much less than for martian meteorites, 
and the maximum terrestrial age is evidently -0.1 
Ma. This implies that meteorites found on Earth are 
predominately from the most recent lunar impacts, 
because samples from older impacts would have 
been destroyed long ago by the terrestrial environ- 
ment. As a test of our model, we simulated lunar 
meteorite launch, modeling the lunar surface as ba- 
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saltic covered by a regolith of the same material, but 
damaged. We found that the expected number of 
source craters is consistent with that estimated from 
the lunar meteorites in hand, but only for impacts 
that are recent compared to the Moon-to-Earth de- 
livery time scale. Samples from older impacts appear 
to be greatly underrepresented in the meteorite col- 
lection with regard to our model results. The few 
lunar meteorites with launch ages greater than a few 
hundred thousand years (up to -10 Ma) are found 
only if they have been sequestered in the relatively 
benign space environment for most of their post- 
launch history (29). 
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Protoplanetary Disks 
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The evolution of gravitationally unstable protoplanetary gaseous disks has been 
studied with the use of three-dimensional smoothed particle hydrodynamics sim- 
ulations with unprecedented resolution. We have considered disks with initial 
masses and temperature profiles consistent with those inferred for the protosolar 
nebula and for other protoplanetary disks. We show that long-lasting, self-grav- 
itating protoplanets arise after a few disk orbital periods if cooling is efficient 
enough to maintain the temperature close to 50 K. The resulting bodies have 
masses and orbital eccentricities similar to those of detected extrasolar planets. 
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About 100 extrasolar planets have been de- 
tected by the wobble they induce on their star 
(1, 2). Their masses range from about one 
Jupiter mass (Mj) to more than 10 Mj and 
have orbits ranging from nearly circular to 
very eccentric. In the standard core-accretion 
model, giant planets might require longer 
than 106 years to form (3, 4), which could 
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exceed observed disk lifetimes (5- 7). In par- 
ticular, more than 80% of the stars in the 
Galaxy probably formed in dense clusters 
like those in the Orion nebula (8) where the 
ultraviolet radiation of bright stars can ablate 
the gaseous disk in far less than a million 
years (5, 6). Hence giant planet formation 
must occur quickly, or such planets would be 
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rare. Even in the case where a large solid core 
is assembled rapidly enough, torques acting 
between the disk and the protoplanets are 
believed to induce its complete inward mi- 
gration in a few thousand years (9, 10). Plan- 
ets could therefore sink toward the star before 
being able to accrete the large gaseous mass- 
es observed (11, 12). Alternatively, giant 
planets could coagulate directly in the gas 
component as a result of gravitational insta- 
bilities in a cold disk with a mass comparable 
to that adopted in the core-accretion model 
(13, 14). Simulations done with codes that 
solve the hydrodynamical equations on a 
fixed grid show that slightly perturbed disks 
form strong spiral arms and overdensities at 
R > 10 astronomical units (AU) (15, 16) 
where the temperature can be lower than 60 
K (17, 18). The trigger of the instability 
might come from material of the protostellar 
cloud infalling onto the disk (13). If these 
condensations are long-lasting and can con- 
tract to planetary densities, gravitational in- 
stability would be the prevailing formation 
mechanism for giant planets because it takes 
less than a thousand years (13, 15). Solid 
cores with masses as low as currently esti- 
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mated for Jupiter [between 0 and 10 Earth 
masses (19)] could then form inside the gas- 
eous protoplanets due to dust and planetesi- 
mals driven there by local pressure gradients 
in a few thousand years (20). 

However, due to the limitations of the 
techniques, simulations have not yet been 
able to show convincingly that the overden- 
sities are not sheared apart by the tidal field 
of the star, nor that they can collapse into 
protoplanets (16). One needs to achieve a 
high spatial resolution for such a purpose. 
Smoothed particle hydrodynamics (SPH) 
simulations (21) describe the gaseous medi- 
um as a collection of particles and can follow 
very high densities. Disks have been simulat- 
ed with this technique in the past but with 
fewer than 105 particles (22-24); with such 
a low-mass resolution, the evolution of the 
density distribution is considerably noisy and 
artificial fragmentation can take place (23). 

Here we report on the results of three-di- 
mensional (3D) SPH simulations of marginally 
unstable disks of molecular hydrogen using as 
many as 1 million particles. The disks extend 
from 4 to 20 AU initially, and they are in nearly 
keplerian rotation around a solar mass star rep- 
resented by a point mass. They have a mini- 
mum Toomre Q parameter, Qin, of either 1.4 
or 1.75, and masses of 0.1 and 0.08 mass of the 
sun (M?), respectively (Fig. 1). In the initial 
stage, the disks are evolved with the use of a 
locally isothermal equation of state; the initial 
temperature decreases with radius following a 
power law profile predicted by detailed calcu- 
lations of thermal balance between the central 
star, the disk, and the protostellar cloud (17) 
and is then held fixed locally. This approxima- 
tion is based on the assumption that the cooling 
time is so short that the disk radiates away any 
thermal energy injection on a time scale shorter 
than the orbital time. This seems to be support- 
ed by recent grid-based simulations that include 
radiative transfer in the diffusion approximation 
(16) but neglect the irreversible heating which 
can be generated by shock waves in a strongly 
unstable disk (25, 26). Although further inves- 
tigation on the balance between heating and 
cooling in realistic disks will be needed in the 
future (26), here we concentrate on showing 
that actual protoplanets can form if the disk 
remains cold for long enough (27). 

After -150 years, corresponding to about 
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five orbital periods at a radius of 10 AU, the 
disks develop trailing spiral arms and local 
overdensities at R > 10 AU. In the lighter disk, 
the spiral arms grow in amplitude up to about 
300 years, and then they settle down to a nearly 
stationary patter (Fig. 1). In the more massive 
disk (Qmi = 1.4), a two-armed mode grows in 

amplitude up to the point where, after about 200 
years, fragmentation occurs along the arms, 
and more than one distinct clump appears 
(Fig. 1); then additional strong arms appear 
even at R > 7 to 8 AU, and more clumps are 
formed. Inside this radius, the disk is too hot 
for condensations to form. Clumps quickly 
contract, reaching central densities of more 
than 105 times the local density in a matter of 
a few orbital periods (tens of years). These 
condensations are self-gravitating, their 
masses being larger than the local Jeans mass 
(28), and they easily resist stellar tides. 

Such dense objects would be optically 
thick and would be unable to cool radiatively 
as efficiently as assumed by the locally iso- 
thermal approximation (16, 25). Therefore, 
we ran again the same initial conditions, 
changing the equation of state to adiabatic 
(29) as soon as the spiral modes approached 
fragmentation, namely when they reached a 
density around 10 times higher than the initial 

local density (16, 26). The equation of state is 
changed throughout the disk. After 350 years, 
nonaxisymmetric features in the disk are 
weaker compared with the isothermal simu- 
lation, yet clump formation has proceeded. 
Nearly as many clumps as in the locally 
isothermal run are still present at R > 10 AU 
and have central densities 105 times higher 
than the local density. The clumps are rapidly 
rotating spheroids; assuming conservation of 
angular momentum, bodies of about 1 Mj 
would have a rotation period of a few hours if 
they were allowed to contract further and 
reach the density of Jupiter. 

The masses of the clumps, shortly after all 
of them are in place (after -350 years), ranged 
from 1 to 5 Mj (all gas at densities at least 10 
times higher than the initial local density is 
identified as a clump), comparable to the mass- 
es of extrasolar planets (1). Clumps formed 
along the same spiral arm collide and merge 
into a more massive object, sooner or later. 
Time steps can be as small as a few hours inside 
the clumps, which slows down the simulation 
considerably. To keep following the clumps on 
a longer time scale, we resorted to simulations 
with a resolution five times lower. By 350 
years, seven clumps with masses comparable to 
the largest among the 13 clumps present in the 

Fig. 1. Snapshots of 
the simulations show- 
ing the protoplanetary 
disks seen face-on at 
different times. The 
color-coded density 
on a logarithmic scale 
is shown to 20 AU. 
Brighter colors trace 
higher densities (start- 
ing with white and go- 
ing to dark blue 
through yellow, red, 
and magenta), and the 
density ranges be- 
tween 10-14 and 
10-6 g/cm3. The evo- 
lution of two disks 
with a different initial 
minimum Toomre Q 
parameter, Qmin' is 
shown. The Toomre 
parameter at a given 
disk location is de- 
fined as Q = flvs/ 
'rrG:, where E is the 
gas surface density, Ql 
is the angular velocity, 
G is the gravitational 
constant, and vs is the sound speed (v = - P-/p, where P is the pressure and p is the density of the 
gas). Disks have a surface density profile E - r-3/2 (12) and temperature profiles as in the Boss 
model (15-17). Q reaches its minimum at R > 10 AU, where the temperature is as low as 50 K, 
whereas Q > 4 close to the inner disk boundary, where the temperature is around 650 K. The two 
upper panels show the disk with initial Qmin - 1.75 (Mdisk = 0.08 M,) at T = 160 years (left) and 
T = 350 years (right), whereas the two lower panels show the disk with Qmin - 1.4 (Mdisk = 0.1 
M.) at T = 160 years and T = 350 years. Gravity is softened on scales of 0.06 AU for disk particles. 
The central stellar potential is exactly keplerian at 2.5 AU, and it is softened on smaller scales to 
speed the computation. Both the central star and the inner disk boundary are free to move. The 
simulations were performed with GASOLINE, a parallel N-body/SPH code in which gravity is 
computed using a binary tree (34). 
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higher resolution simulation had formed and 
were then followed for about 1000 years. We 
ran both a locally isothermal and an adiabatic 
simulation to determine the role of the ther- 
mal structure of the disk in shaping the dy- 
namics of clumps. 

Clumps are bor on orbits with a wide 
range of eccentricities driven by the underly- 
ing strongly nonaxisymmetric disk potential. 
These orbits then evolve in a variety of ways 
(Fig. 2). The smoother disk in the adiabatic 
run leads to less eccentric orbits; also, the 
higher pressure of the gas reduces consider- 
ably gas accretion by clumps. Slightly more 
circular orbits reduce the rate of close en- 

200 400 600 
T (years) 

Fig. 2. Late stage of disk evolution. (A) A face-on 
view of the disk after 800 years for the 200,000 
particles simulation in which the equation of 
state is switched to adiabatic after about 200 
years. The color-coded logarithmic density (Fig. 1) 
is plotted out to 25 AU. (B) Three giant proto- 
planets are left, and their orbital evolution (blue 
lines) is shown, together with that of a clump 
from the simulation where the equation of state 
is kept isothermal (red line). Each of the remain- 
ing clumps is the end result of a series of mergers. 
We follow the orbital evolution of the most mas- 
sive progenitor. The complex combination of 
torquing by the nonaxisymmetric disk and inter- 
actions with other clumps changes the orbital 
eccentricity and mean radius of the orbits. Overall 
the orbital evolution is considerably more com- 
plex than the nearly steady inward migration 
expected in light, axisymmetric disks, eventually 
halting once the planet has cleared a gap (9-12). 

counters and mergers between clumps rela- 
tive to the isothermal run. After nearly 1000 
years, three clumps were left in the adiabatic 
run (Fig. 2) as opposed to two clumps in the 
isothermal run. These numbers are compara- 
ble to those of extrasolar giant planets in 
multiple systems (1). The masses of the sur- 
viving clumps, located between 3 and 20 AU, 
were in the range 2 to 6 Mj in the adiabatic 
case and twice as big in the isothermal case. 
Most of the clumps have orbits with final 
eccentricities between 0.1 and 0.3 (Fig. 2), 
like many of the observed extrasolar planets 
(Fig. 2). The simulated protoplanets enter a 
rather quiescent evolutionary phase (no more 
mergers occur) several orbital periods before 
the end of the simulations. However, inward 
migration might continue on time scales 
longer than those explored here (10-12), and 
orbits can also change due to interactions 
between the planets (30). 

This work shows that gravitational instabil- 
ity can actually form self-gravitating protoplan- 
ets and that long-lived systems with masses and 
orbits consistent with those of extrasolar planets 
arise. All this requires is to start with a margin- 
ally unstable disk (Qmin = 1.4-1.5) in which 
radiative cooling is efficient during the initial 
growth of the overdensities. We tested whether 
hotter disks starting from a considerably higher 
Qmin (-2) can also become strongly unstable 
and form clumps if they are slowly cooled to 
temperatures comparable to those used in the 
disks starting with Qmin 1.4 (31). Therefore, 
clump formation does not depend on how the 
disk reaches the state used in our initial con- 
ditions. Ice giant planets, like Uranus and 
Neptune, might also be formed by the same 
mechanism after a strong ultraviolet flux 
from nearby bright stars has photoionized the 
envelopes of protoplanets more massive than 
Jupiter, leaving a mostly metallic core (20). 
Because instabilities occur quickly, future 
observations of planets around very young 
stars will be a test for this model. In addition, 
direct imaging of giant planets at large dis- 
tances (R > 50 AU) from the stars (32) could 
also provide support to this model, because 
the outermost regions of the disk would be 
even cooler (and surface density and angular 
velocity fall equally with radius, i.e., r-3/2), 
Q will be still decreasing at R > 20 AU, and 
thus fragmentation should occur out to these 
large distances. On the contrary, Jupiter-like 
planets would not form at such large distanc- 
es in the core-accretion model because coag- 
ulation of planetesimals into a solid core 
would take too long with the small surface 
densities involved (33). Future observations 
of the gaseous medium in disks at different 
evolutionary stages, for example with the 
Space Infrared Telescope Facility (SIRTF), 
will help constrain the evolution of disk 
structure and show whether it is consistent 
with the gravitational instability picture. 
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In Vivo Imaging of Quantum 
Dots Encapsulated in 

Phospholipid Micelles 
Benoit Dubertret, 3*t Paris Skourides,2 David J. Norris,3'4* 
Vincent Noireaux,' ALi H. Brivanlou,2 Albert Libchaber1'3 

Fluorescent semiconductor nanocrystals (quantum dots) have the potential to 
revolutionize biological imaging, but their use has been limited by difficulties 
in obtaining nanocrystals that are biocompatible. To address this problem, we 
encapsulated individual nanocrystals in phospholipid block-copolymer micelles 
and demonstrated both in vitro and in vivo imaging. When conjugated to DNA, 
the nanocrystal-micelles acted as in vitro fluorescent probes to hybridize to 
specific complementary sequences. Moreover, when injected into Xenopus 
embryos, the nanocrystal-micelles were stable, nontoxic (<5 x 109 nano- 
crystals per cell), cell autonomous, and slow to photobleach. Nanocrystal 
fluorescence could be followed to the tadpole stage, allowing lineage-tracing 
experiments in embryogenesis. 
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Nanometer-scale semiconductor crystallites 
(known as nanocrystals or quantum dots) (1-3) 
could dramatically improve the use of fluores- 
cent markers in biological imaging (4, 5). Be- 
cause these colloidal particles act as robust, 
broadly tunable nanoemitters that can be excit- 
ed by a single light source, they could provide 
distinct advantages over current in vitro and in 
vivo markers (e.g., organic dyes and fluorescent 
proteins). However, before nanocrystals can be 
widely used as biolabels, they must maintain 
three properties under aqueous biological con- 
ditions: efficient fluorescence, colloidal stabili- 
ty, and low nonspecific adsorption. Unfortu- 
nately, despite recent advances (4-12), these 
conditions have not been simultaneously satis- 
fied, limiting the development of in vivo appli- 
cations of nonaggregated (or individual) semi- 
conductor nanocrystals. 

The main challenge is that the quantum dots 
(QDs), as synthesized, have hydrophobic or- 
ganic ligands coating their surface (2, 3). To 
make the QDs water soluble, these organophilic 
surface species are generally exchanged with 
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more-polar species, and both monolayer (5, 6) 
and multilayer (4) ligand shells have been pur- 
sued. Although the monolayer method is repro- 
ducible, rapid, and produces QDs with a regu- 
lar, well-oriented, thin coating, their colloidal 
stability is poor (9). In contrast, the multilayer 
method yields QDs that are stable in vitro (8), 
but the coating process is long and the coating 
is difficult to control. A more serious concern is 
that both approaches still produce QDs that tend 
to aggregate and adsorb nonspecifically. To 
resolve this problem, researchers have explored 
two additional coatings. First, the outer ligand 
shell of the QD has been overcoated with pro- 
teins adsorbed through hydrophobic or ionic 
interactions (7). Other layers can then be added 
to allow conjugation with specific biomol- 
ecules. Indeed, this method has provided new 
reagents for fluoroimmunoassays (10). Second, 
the outer ligand shell has been overcoated with 
surfactants or polymers to prevent nonspecific 
adsorption of biomolecules while still permit- 
ting bioconjugation. For example, silica-coated 
QDs have been further modified with small 
monomers of poly(ethylene glycol) to reduce 
nonspecific adsorption (11). 

Despite these efforts, nonspecific adsorp- 
tion and aggregation still occur when QDs are 
used in biological environments. Studies of 
cellular uptakes of QDs report large aggre- 
gate formation inside the cell (5, 13). The 
same aggregation problems are reported 
when QDs are used for fluorescence in situ 
hybridization (14), or as markers for molec- 
ular recognition on cell surfaces (15, 16). 
Consequently, the use of QDs in biological 
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applications is still limited and primarily con- 
fined to in vitro studies. 

We found, however, that without any sur- 
face modifications, individual ZnS-over- 
coated CdSe QDs (2, 3) could be encapsulat- 
ed (17) in the hydrophobic core of a micelle 
composed of a mixture of n-poly(ethylene 
glycol) phosphatidylethanolamine (PEG-PE) 
and phosphatidylcholine (PC) (Fig. 1A). 
PEG-PEs are micelle-forming hydrophilic 
polymer-grafted lipids (18, 19) comparable to 
naturally occurring carriers such as lipopro- 
teins and viruses (20). They have been used 
for drug delivery (21) and diagnostic imaging 
(22). The advantage of these micelles is that 
they are very regular in size, shape, and 
structure (23). In addition, their outer surface 
comprises a dense layer of PEG polymers 
that is poorly immunogenic and antigenic and 
acts as excellent repellent for biomolecules 
(24). Further, both the PEG content and 
length can be adjusted precisely. 
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Fig. 1. QD-micelle formation and characteriza- 
tion. (A) Schematic of single-QD encapsulation 
in a phospholipid block-copolymer micelle. (B) 
TEM image of QD-micelles dried on a carbon- 
Formvar-coated 200-mesh nickel grid. Only 
the QDs inside the micelle core are visible. The 
particles appear evenly spread on the surface. 
Although some clusters of two to four QDs are 
visible, most of the QDs are isolated, suggest- 
ing that a majority of micelles contain a single 
QD. (C) TEM image of the phospholipid layer 
obtained by negative staining with 1% PTA 
(phosphotungstic acid) at pH 7. With this tech- 
nique, both the QD and the micelle can be 
visualized at the same time. The QD (dark spot) 
appears surrounded by a white disk of un- 
stained phospholipids that stands out against 
the stained background. A JEOL 100CX TEM 
was operated at 80 kV. 
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