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corded hologram, and the reconstruction of the 
entire signal beam is produced. This reconstruc- 
tion can be brought to focus on a detector array 
[e.g., charge-coupled devide (CCD) camera]. 
What makes holographic memories an interest- 
ing technology is that changing the angle of the 
reference by as little as 0.007? during read-out 
(27) will cause the reconstruction to disappear. 
This makes it possible to superimpose many 
pages in the same volume (up to 10,000 pages 
has been demonstrated). Each page can be 
thought of as an additional layer in a holograph- 
ic memory disk, leading to storage densities 
roughly two orders of magnitude better than are 
possible with DVDs (28). Because the recorded 
pages of data are holograms, it is possible to 
read them out using phase conjugation (29), in 
which case the hologram is illuminated with a 
beam that is the same as the reference used 
during recording except that it propagates back- 
ward. This results in the reconstruction of the 
signal beam that is also propagating backward, 
and in doing so it comes to focus back at the 
plane of the SLM. The focused page of data can 
be directed to a CCD by a beamsplitter (Fig. 6). 
The advantage of using phase-conjugate read- 
out is that it allows us to be rid of the powerful 
lens that is required to focus the field of a 103 
pixel by 103 pixel image with good resolution. 
In the experiment shown in Fig. 5, a page 
consisting of squares of varying sizes clearly 
shows that pixels with resolution well below a 
micrometer are well reconstructed (30). Several 
hundred pages were superimposed in the same 
crystal shown in Fig. 6. So far, systems like the 
one in Fig. 5 have not reached commercial 
success. The main practical success of 3D 
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storage techniques has been the multilayer 
DVDs with as many as four layers (two-sided, 
two-layers per side). More ambitious 3D stor- 
age systems based on holography or nonlinear 
optics remain hindered by a lack of suitable 
materials. 

Conclusion 
The recent progress in optical information sys- 
tems may be only the beginning of a long- 
lasting trend. For instance, optical communica- 
tions are currently based on intensity detection, 
and the phase of the transmitted signal is not 
measured. Coherent communications have ad- 
vantages of flexibility and signal-to-noise ratio. 
The emergence of inexpensive laser sources 
with high coherence and stability will allow 
their use as local oscillators similar to the way 
in which local oscillators are used in today's 
radio communication systems. One of the chal- 
lenges for the future is the development of 
efficient methods for optical signals to directly 
interact with each other in nonlinear media. 
This is an emerging technology in fiber optics 
(for instance, semiconductor optical amplifiers 
used for wavelength conversion), but one that 
may lead to communication networks com- 
posed entirely of optical switching devices. 
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The past decade has seen dramatic progress in our ability to manipulate 
and coherently control the motion of atoms. This progress has both 
fundamental and applied importance. On the one hand, recent experi- 
ments are providing new perspectives for the study of quantum phase 
transitions and highly entangled quantum states. On the other hand, this 
exquisite control offers the prospect of a new generation of force sensors 
of unprecedented sensitivity and accuracy. 
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In 1991, the experimental analog to Young's 
double-slit experiment using helium atoms 
was realized (1). A beam of helium atoms 
first illuminated a microfabricated slit that 
was narrow enough to produce a wavefront 
capable of coherently illuminating a double- 
slit structure. A scannable detector recorded 
the number of atoms arriving at a given po- 
sition in the far field of the double slit. The 
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expected spatial oscillation in atom counts as 
the detector was moved across the atom dis- 
tribution was observed, much as the intensity 
profile of a beam of light is spatially modu- 
lated as it is subjected to a similar series of 
slits. Nearly coincidentally with this work, 
three other groups observed atom de Broglie 
wave interference in interferometer geome- 
tries analogous to optical Mach-Zehnder in- 
terferometers (2-4). 

Although it is a fundamental and well- 
tested tenet of quantum mechanics that wave- 
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like properties are associated with particles, it 
is remarkable that a collection of particles as 
complicated as an entire atom can be coaxed 
to behave in this way. Since these initial 
experiments, the field of coherent atom optics 
has grown in many directions (5). The past 
several years have seen explosive growth. 
This review is meant to provide context for 
this recent work in terms of past accomplish- 
ments and future milestones. 

Deconstructing Decoherence 
In the quantum mechanics paradigm, coherence 
between multiple propagation paths only man- 
ifests itself when there is no possibility of ob- 
serving "which path" the particle follows. How- 
ever, an interaction with the environment in 
some sense constitutes an observation of the 
system and suppresses possible interference. 
How well isolated does the interfering particle 
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allowed for remarkably precise 
'. ,/* control over atom velocity. In 

rJ' 1997, the first to be recognized 
- . Detector was the development of laser 

x 1 *" cooling methods (9); in 2001, 

Xm t d * ; * the prize was awarded for the 
Atom | /Z observation of Bose-Einstein 
Beam condensation (BEC) in dilute 

i. : >atomic gases (10). Although it 

Gratings awas not a prerequisite for 

Scatering studying or exploiting coherent 
Lascaering matter-wave effects, the land- 

mark work recognized by these 
Fig. 1. Schematic of the apparatus used to study wave packet prizes catalyzed experimental 
decoherence. Controlled coupling to the environment is real- progress by providing access to 
ized via resonance fluorescence from a probe laser beam. The a 
strength of the coupling is varied by tuning the intersection atoc sources o 

distance z, which controls the path separation d; and the laser ed brightness and coherence 
intensity, which controls the mean number of photons scat- length. 
tering on transit through the laser beam (tuned between 0 and Why is brightness impor- 
10). x, x axis. [Figure courtesy of D. Pritchard, Massachusetts tant? Because it directly ad- 
Institute of Technology] dresses a technologically 

challenging, though perhaps 
need to be from the environment for coherent conceptually mundane, constraint on the 
effects to manifest themselves? For the systems design of an interferometer: The instrument 
initially studied, the environment was suffi- needs to be built so that the observed inter- 
ciently remote, by experimental design, that ference fringe pattern is stationary with 
"which path" information was unavailable. respect to all possible particle input condi- 

Recent experiments have explored in a tions. High brightness sources enable sub- 
controlled way the effects of bringing the stantial particle throughput while maintain- 
environment much closer (6, 7). For exam- ing tight control over the input conditions. 
ple, a three-grating, Mach-Zehnder-type, de Recently, the state of the art for high-flux 
Broglie wave interferometer was used to co- laser-cooled sources was advanced through 
herently divide, redirect, and recombine Na the development of a novel Raman sideband 
de Broglie waves while a variable-intensity cooling technique (11). This technique was 
resonant probe laser beam provided a con- used to improve the performance of an atom 
trolled coupling to the environment (Fig. 1). interferometer gravimeter (12). Ultimately, 
This technique enabled a quantitative study to this advance could lead to an order of mag- 
be made of the degree of coherence as a nitude or more improvement in the perfor- 
function of the strength of the interaction mance of these already very sensitive instru- 
with the coupling laser. It was observed, for ments. Although the particle throughputs for 
example, that when the laser excitation was these devices still pale in comparison to the 
done in a way that in principle allowed for number of photons that contribute to interfer- 
the determination of the trajectory of an ence signals in, for example, fiber-optic gy- 
atom (by imaging, for example, the scat- roscopes (-108 atoms/s versus -1016 pho- 
tered light), then wavelike interference dis- tons/s), they are many orders of magnitude 
appeared. For laser excitation parameters higher than those obtained in the first atom 
that blurred this determination (for exam- interference experiments. Young's double- 
ple, low laser intensity or proper choice of slit experiment discussed above had count 
the excitation geometry), interference was rates of just a few atoms per second. 
partially or fully restored. The importance BEC sources take input state preparation 
of this work is that it provides for quanti- to the logical limit, where nearly all atoms lie 
tative tests of basic principles, in a regime in a single quantum state. Thus, all atoms can 
simple enough for clean comparison with potentially contribute to the subsequent inter- 
theory but complex enough to explore a ference profiles. On the basis of pure signal- 
rich nontrivial phenomenology. The in- to-noise considerations, however, BEC 
sights gained from studying benchmark sources suffer from the rather tortuous route 
systems provide an experimental founda- required to obtain them (13). A truly practical 
tion for the engineering of more complicat- high-flux BEC source still awaits develop- 
ed systems, such as those currently under ment. From a technological perspective, a 
consideration for use in quantum logic de- goal would be a high-flux continuous-wave 
vices (8). BEC source. 

This past year saw a substantial step for- 
Bright Matter ward toward this development with the real- 
The 1997 and 2001 Nobel Prizes recognized ization of the first nearly continuous BEC 
the development of two techniques that have source (14). In this work, a first BEC was 

replenished through filling from a second 
BEC, enabling, in principle, continuous and 
indefinite extraction of condensed atoms 
from the source. An important aspect of this 
work was that it demonstrated that the excess 
energy resulting from the condensate merger 
was small enough that it could be effectively 
dissipated through evaporative cooling. 

One long-term vision is the integration of a 
BEC apparatus into compact microelectronic 
surface assemblies (microtraps). During this 
past year, several groups have demonstrated the 
feasibility and practicality of this approach (15, 
16). In these experiments, atoms were manip- 
ulated by means of the magnetic fields gener- 
ated by microfabricated wires deposited on sur- 
faces (Fig. 2). 

Coherent Waveguides Have Arrived 
Our current catalog of atom optics includes 
microfabricated slits, diffraction gratings, and 
holographic plates; magnetic waveguides, 
mirrors, and gratings; and laser light-based 
waveguides, mirrors, and gratings (5). 

Which to choose? That is a complicated 
technical question that involves detailed knowl- 
edge of the application and relevant design 
trade-offs. For example, a laser-based atom dif- 
fraction grating has an exceptionally well- 
known periodicity, because this is determined 
by the wavelength of the laser. The inherent 
accuracy of de Broglie wave gyroscopes and 
accelerometers is tied to the stability of the 
grating periodicity, so if sensor accuracy is the 
most important design criterion, then laser- 
based atom diffraction gratings are a natural 
choice. 

Waveguide-based sensors offer the pros- 
pect of small sizes and high sensitivities (but 

1.95 mm 

C1 ( 

00 

3 
3 

Fig. 2. The microelectronic electrode structure 
used to create a BEC on a chip. The inset shows 
the conductor layout used to trap and transport 
the atoms. C1 and C2 indicate positions of the 
condensed atoms. /o, /MI, /1, IQ, and IM2 are 
currents used to create the magnetic trapping 
potential. [Figure courtesy of J. Reichel, Max- 
Planck-lnstitut fur Quantenoptik] 
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Fig. 3. Schematic of a possible geometry for a 
waveguide Sagnac-effect atom gyroscope. An 
atom gain element (blue) feeds a loop 
waveguide structure (red). Atoms are extracted 
and detected using correlated-state techniques 
to achieve sub-shot-noise limited detection 
(yellow). The past year has seen substantial 
progress in the development of each relevant 
element. A loop 10 cm by 10 cm might achieve 
a 106-fold improvement in sensitivity to rota- 
tions for intermediate acquisition bandwidths 
(tens of seconds), and a 104-fold improvement 
for high frequencies (less than 1 s). The long- 
term stability and accuracy are difficult to 
project. 

questionable accuracies). In these devices, 
small wires, deposited on a substrate, are 
used to create magnetic field gradients strong 
enough to guide atoms along paths defined by 
the wires, much as photons are guided by 
optical fiber. The past year has seen the first 
realization of coherent guided-wave devices 
(17, 18). Although it is still too early to 
speculate on their full impact, a promising 
sensor application is rotation sensing, based 
on operating principles similar to those of 
fiber-optic gyroscopes (Fig. 3). 

The first coherent transport demonstra- 
tions have identified substantial technical 
hurdles before practical devices might be re- 
alized. Minor imperfections in the geometry 
of the guides have been shown to lead to 
rather substantial deviations from ideal parti- 
cle transport through the guide. Pictures of 
atoms released from the guides reveal kinks 
and blockages that have their origin in man- 
ufacturing asymmetries or coupling to the 
surface. Future work is needed to identify 
mitigation strategies. 

Next-Generation Sensors 
The steady evolution in the sophistication of 
atom interferometric methods is now at the 
point where laboratory sensors based on atom 
interferometric techniques compete favorably 
in key performance criteria with other state-of- 
the-art sensors. For example, rotations (19) and 
accelerations (20) can be monitored with ex- 
tremely high accuracy and sensitivity through 
careful measurement of the de Broglie wave 
propagation phase shifts in Mach-Zehnder con- 
figurations. The ultimate utility of a sensor de- 
pends on many factors beyond laboratory per- 
formance benchmarks. Atom interferometric 
sensors have matured to the point where their 
utility can be evaluated in terms of criteria such 

as cost, durability, weight, and so so. Extrapo- 
lations based on laboratory sensors are promis- 
ing. Applications that lie in the near future 
include the development of instruments to de- 
tect gravitational gradients from moving plat- 
forms (21) and gravity-compensated navigation 
systems (22). Fig. 4 illustrates a laboratory 
gravity-gradient sensor (23), which has been 
used to measure the gravitational influence of a 
well-characterized Pb source mass on interfer- 
ence signals. 

Beyond Single-Particle Interference 
Access to BEC sources has brought much 
more than brightness to atom optics. It has 
sharpened our conceptual understanding of 
many-body systems and perhaps may enable 
a new family of interferometry techniques. 
As an example, consider the following para- 
digm experiment: First, produce two spatially 
separated independent condensates of identi- 
cal atoms. Then release the atoms from their 
confining potentials in such a way that the 
two resulting clouds of atoms overlap. Final- 
ly, record the resulting atom density distribu- 
tion. Will interference be observed or not? 

On first analysis, the answer seems trivial. 
If an individual condensate is described by a 
macroscopic wave function = \/n ei %, 
where n is the particle density distribution 
and 4 is an overall macroscopic phase, then 
two such entities ought to interfere just as two 
electromagnetic waves interfere. The inter- 
ference pattern will be determined by the 
relative phase between the two condensates 
and the details of atom propagation between 
the sources and the detection volumes. 

But what sets the relative phase? Even 
more troubling, how can a phase exist at all? 
The quantum mechanics of an ensemble of 
indistinguishable bosons (such as photons or 
atoms in a BEC) requires complementarity 
between the fluctuations in the number of 
particles in the en- 
semble AN and the 
fluctuations in phase 
AX associated with 
the field. In this ex- 
ample, it is possible 
that each condensate 
contains a fixed and 
known number of 
particles. This im- 
plies complete uncer- 
tainty in the phase of 
each ensemble. If the 
phase of each con- 
densate is completely 
uncertain, how can 
they interfere? This 
experiment was car- 
ried out in 1997 (24); 
the result is shown in 
Fig. 5. The two con- 
densates interfered! 

Despite its superficial similarity to 
Young's double-slit experiment described 
above, the situation described in this two- 
condensate interference problem is very dif- 
ferent. In the two-slit problem, the relative 
phase between the interfering beams is estab- 
lished by the geometry of the slits and the fact 
that the slits are illuminated from a single 
coherent wavefront. In this experiment, we 
are left to wonder what sets the relative 
phase. 

To gain insight into this question, it is useful 
to analyze a simpler problem first. Rather than 
two condensates, consider just two identical 
bosons, initially localized at positions xa and Xb. 
By considering the symmetrized wave function 
for two freely evolving wave packets, it can be 
shown that the probability P of detecting one 
particle at position xl and another at x2 is P - 

cos28), with &8 - (x1 - x2) X (xa - xb). The 

important point is that the probability of the 
second detection depends on what was ob- 
served in the first detection (in this case, it 
varies sinusoidally), whereas the probability of 
detecting an individual particle is uniform. [An 
interesting consequence is that the probability 
of detecting the two particles at nearly the same 
position xi - x2 is twice the probability aver- 
aged over all positions (the Hanbury-Brown- 
Twiss effect for optical sources). This effect 
was observed in 1996 with laser-cooled bosonic 
Ne atoms (25). Measurements of the energy 
associated with binary collisions (26) and 
three-body loss rates in condensed atomic 
clouds (27) are also sensitive probes for this 
and related effects.] 

Now let's return to the problem of two 
interfering condensates, each with a definite 
number of atoms. The basic idea is that the 
detection of one atom influences the proba- 
bility distributions for the detection of subse- 
quent atoms, in such a way that the spatial 
distribution of atoms collapses to the fringe 

Fig. 4. Laboratory gravity gradiometer at Yale University, used to mea- 
sure the gravitational influence of a well-characterized Pb test mass on a 
spatially separated pair of atom interferometer accelerometers. 
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Fig. 5. Interference fringes resulting from the 
overlap of atoms released from two indepen- 
dent BEC sources. [Figure courtesy of W. Ket- 
terle, Massachusetts Institute of Technology] 

pattern observed in the interference experi- 
ments. It has been shown, both analytically 
(28) and through numerical simulation (29), 
that the overall position of the fringe-the 
phase associated with the interference- 
depends on the detailed way in which the 
individual atom detections occur. Remark- 
ably, the process of detection can be thought 
of as selecting a phase for the interference. 
An experimental consequence is that the 
phase of the interference pattern jumps 
from shot to shot. Thus, the phase is uncer- 
tain until the time of measurement for this 
idealized model. In the experiments of (24), 
the phase of the observed interference pattern 
did fluctuate, though it was not possible to 
unambiguously identify the mechanism of the 
fluctuations, because technical noise sources 
were also present in the measurements. 

The interference properties of a two-mode 
system with a definite number of particles 
in each mode can be manipulated in a 
surprising way that may have important impli- 
cations for future atom interferometric sensors. 
Consider the case where the two condensates 
are mixed on a beam splitter (in practice, this 
beam splitter could be realized by suddenly 
coupling the two condensates using a tunneling 
process). If the relative phase is uncertain be- 
fore measurement, then after the beam splitter 
the many-particle wave function for each en- 
semble should have number fluctuations on the 
order of the initial number of atoms. By the 
number/phase uncertainly relation, we expect 
the phase (or, more precisely, the relative phase 
between the two output ports of the beam 
splitter) to be defined at a level A4) - 1/N. In 
contrast, the phase uncertainty associated with a 
classical field (coherent state) scales as 1/VN. 
Because the phase uncertainty ultimately sets 
the limits to which small phase shifts can be 
resolved, a factor of /N enhancement in inter- 
ferometer precision might be realized. One 
proposed implementation involves the use of 
two sequential beam splitters in the Mach- 
Zehnder topology (30, 31). 

What's the catch? First, the initial number 
of atoms in at least one of the modes needs to 
be known, and second, atoms need to be 
counted at one of the output ports with single- 
atom resolution. Technical realization of 
these conditions is currently an active area of 
pursuit for many research groups. For exam- 
ple, cavity quantum electrodynamics tech- 
niques might be used both to measure the 
initial number of atoms in a mode and to 
count atoms at the single-atom level [see the 
review article by Mabuchi in this issue (32)] 
(33). Recently, the use of high-gain four- 
wave mixing processes has been demonstrat- 
ed to generate correlated beams with precise- 
ly balanced numbers of particles in each 
beam (34). Insulating/squeezed states in op- 
tical lattice potentials, described below, may 
also enable realization of these types of 
schemes. Finally, the internal degrees of free- 
dom of an ensemble of atoms or ions can, 
under certain observation conditions, be ma- 
nipulated to achieve similar sensitivity en- 
hancements (35-37). 

The ultimate efficacy of these methods 
hinges on the development and refinement of 
experimental methods to prepare and detect 
exotic many-atom quantum states. At stake is 
a factor of 1000 times or more in sensitivity 
for atom optics sensors. 

Classical Josephson Effects 

By introducing a strong enough coupling be- 
tween the two condensed sources (with a tunnel 
junction), it is possible to prepare the system in 
a state of well-defined relative phase. In this 
case, the analogy with the condensate initial 
Young's configuration is much stronger. Here, 
the ground state of the system is one in which 
every particle is itself in a linear superposition 
of the two condensate positions. As a conse- 
quence, the number of 
atoms in a given trap 
is uncertain, even 
though the total num- 
ber of atoms can be 
fixed. For large num- 
bers of atoms, the 
atom number distribu- 
tion becomes close to 
that of a coherent 
state, which can be 
seen from a binomial 
expansion of the su- 
perposition state wave 
function. 

Interference in this 
regime has been ob- 
served in optical lat- 
tice experiments (38, 
39), where a single 
condensate is trans- 
ferred into a corrugat- 
ed potential defined by 
a laser standing wave. 

The potential is deep enough that the conden- 
sate segregates into an array of trapped atoms, 
but shallow enough that atoms can tunnel from 
trap to trap in a suitably short time. When atoms 
are suddenly released from the lattice, they 
expand and interfere in a way analogous to the 
interference of single particles through a multi- 
ple-slit mask. For the experiments, atomic den- 
sities were kept low enough that nonlinear ef- 
fects (discussed below) could be safely ignored. 

The dynamic response of the tunnel array 
system to external forces has close analogies 
with Josephson effects in superconducting 
systems (40). For example, when a potential 
energy gradient is applied across the array, 
the system oscillates at a frequency analo- 
gous to the alternating current (ac) Josephson 
frequency. Interference in this regime has 
been used to measure the acceleration due to 
gravity by monitoring the time evolution of 
the interference pattern due to the presence of 
the external gravitational potential (Fig. 6) 
(38, 41). More recent studies have used atom 
transport observations to directly measure the 
critical current (39). 

Exploiting Nonlinearities 
In optical systems, intensity-dependent index of 
refraction nonlinearities are used to generate 
squeezed optical states. In BEC atomic sys- 
tems, binary atom-atom collisions lead to an 
analogous nonlinearity for de Broglie waves. 
This mean-field nonlinearity has recently en- 
abled, for example, observation of four-wave 
mixing (42) and soliton formation (43, 44). The 
nonlinearity also offers a new and powerful 
handle for the manipulation and creation of 
nontrivial many-atom states and dramatically 
influences the coherence properties of atomic 
systems (45). 

A recent experiment beautifully illustrates 

5.0 ms 

Fig. 6. AC Josephson effect in optical lattices, as observed through the 
interference profile of atoms suddenly released from a vertically orient- 
ed, one-dimensional optical lattice. The relative phase c between adja- 
cent wells evolves according to the Josephson relation (h/2rr)d4/dt = V, 
where h is Planck's constant, t is time, and V is the chemical potential 
difference between adjacent wells. This evolution results in an oscillation 
of the populations of diffraction lobes in the interference signals. In this 
work, V is determined by gravity. The time label references the time 
interval that the atoms were held in the combined gravitational plus 
optical lattice potential before being released and imaged. 
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Fig. 7. Quantum state collapse and revival, as observed in the interference profiles of atoms 
released from a three-dimensional optical lattice. The images (A to G) show the time evolution of 
the interference pattern for lattice hold times ranging from 0 to 550 Lus. The sharp diffraction peaks 
observed in (A) and (G) indicate the initial and revived phase coherence between adjacent lattice 
sites. [Figure courtesy of I. Bloch, Max-Planck-lnstitut for Quantenoptik] 

the influence of this nonlinearity on the evolu- 
tion of a coherent many-atom state (46). In this 
work, a BEC was loaded into a three-dimen- 
sional optical lattice. Initially, the corrugated 
potential was shallow enough that tunnelling 
established phase coherence across the array. 
As a consequence, the atom number distribu- 
tion in each lattice site followed a Poissonian 
distribution. The lattice depth was then sudden- 

ly raised to a level that suppressed transport 
between adjacent wells, essentially freezing a 
Poissonian atom number distribution into each 
site. In the absence of a nonlinear interaction, 
the coherence across the array is maintained as 
time evolves. However, a nonlinearity changes 
the energy associated with each component 
number state in the Poissonian distribution, 
leading to a nonstationary evolution of the 

quantum state at each site. The subsequent ob- 
servation was a periodic collapse and revival of 
the resulting interference contrast after atoms 
were released from the array, as a function of 
the hold time in the lattice, indicative of the 
relative phases of the component number states 

dephasing then rephasing with respect to one 
another (Fig. 7). 

Lattice systems have also been used to 

prepare other nontrivial many-body states 

by controlling the relative strength of the 

tunneling rate and the strength of the mean- 
field nonlinearity. As the tunneling rate is 
decreased (by increasing the depth of the 

lattice), it becomes energetically unfavor- 
able to support onsite number fluctuations, 
and the number variance at each site drops 
below the initial Poissonian level. By anal- 

ogy with quantum optical systems, the 

many-body state at each site becomes num- 

ber-squeezed. When the number variance 

drops below -1 atom on each site, the 

system undergoes an insulating phase tran- 
sition to a state characterized by a fixed 
number of atoms per lattice site (for com- 

mensurate fillings and translationally in- 
variant lattices). 

Experimentally, these effects have been 
explored by loading a BEC into a corrugat- 
ed optical lattice potential, and then adia- 
batically manipulating the strength of the 
potential (47, 48). The relative phase co- 
herence between adjacent sites was probed 
interferometrically by suddenly releasing 
atoms from the confining lattice. For well- 
defined relative phases between adjacent 
sites, interference leads to the emergence of 
sharp diffraction peaks. However, as the 
number variance decreases (and phase vari- 
ance correspondingly increases), these 
sharp lobes are suppressed and are replaced 
by a diffuse incoherent background. The 
suppression of sharp interference peaks is a 
consequence of the fact that many lattice 
sites contribute to the interference pattern. 
In this case, the detection process can be 
thought to select an ensemble of random 
phases. The work in (48) provided clear 
evidence of a transition point where long- 
range phase coherence rather suddenly dis- 
appeared. This transition point occurs for 
conditions consistent with those expected 
from theoretical estimates for a Mott-insu- 
lator quantum phase transition (49, 50). 

Concluding Remarks and Outlook 
These experiments raise many questions. How 
does the many-body state of the array evolve 
when the lattice conditions are suddenly 
quenched from conditions associated with an 
insulating state to one associated with long- 
range phase coherence? What happens at finite 
temperature, especially near the transition 
point? Unlike the first atom interference dem- 
onstrations, where the quantum system (a single 
atom) was well isolated from the environment, 
here the environment (a finite temperature res- 
ervoir in thermal contact with the quantum 

state) is unnervingly close to a possibly fragile, 
many-atom quantum system. And unlike the 
recent decoherence studies discussed at the be- 
ginning of this review, exact theory is unavail- 
able. The qualitative issues are very similar to 
those of quantum information science (8): The 
size of the Hilbert space is exponentially large, 
the role of decoherence needs clarification, and 
the need for further experimental and theoreti- 
cal work is compelling. 
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In the past decade, there has been an increasing number of experiments on 
spontaneous Bose coherence of excitons and polaritons. Four major areas 
of research are reviewed here: three-dimensional excitons in the bulk 
semiconductor CuzO, two-dimensional excitons in coupled quantum wells, 
Coulomb drag experiments in coupled two-dimensional electron gases, 
and polaritons in semiconductor microcavities. The unifying theory of all 
these experiments is the effect of spontaneous symmetry breaking in the 
Bose-Einstein condensation phase transition. 
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Numerous recent experiments have studied co- 
herence in semiconductor systems. In most of 
these experiments, the coherence is generated 
from a coherent laser that excites the system. 
The laser itself acquires coherence because a 
selected optical state is amplified. In the past 
two decades, however, several experimenters 
have pursued the possibility of spontaneous 
coherence in semiconductor systems. In such a 
case, no single state is selected for amplifica- 
tion. Instead, coherence appears in a state se- 
lected by the system itself by means of a ther- 
modynamic phase transition. 

The phase transition that can cause this is 
Bose-Einstein condensation (BEC) of exci- 
tons or polaritons. In this phase transition, a 
macroscopic number of particles enter a sin- 
gle quantum state, forming a coherent state 
with definite phase by the process known as 
"spontaneous symmetry breaking" (1). The 
underlying physics is the same as BEC of 
atoms, seen in superfluid helium or, more 
recently, in alkali atoms in magneto-optical 
traps (2, 3) and in spin-polarized hydrogen 
(4). Excitons and polaritons, quanta of exci- 
tation that are integer-spin bosons, often have 
an effective mass and a long lifetime, so that 
they can be treated theoretically as metastable 
atom-like particles. As such, the laws of ther- 
modynamics apply and BEC is expected at a 
low temperature, typically a few kelvin. After 
initial proposals in the 1960s (5, 6), the the- 
oretical basis for Bose condensation of exci- 
tons was laid down in a number of papers 
(7-10) in the 1970s and 1980s and has con- 
tinued to attract theoretical interest (11-13). 
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Phase Transitions of Excitons 
As excitations of the medium, excitons and 
polaritons are not strictly distinguishable 
from photon states. Figure 1 shows a typical 
dispersion relation in a bulk semiconductor. 
At energy well below the band gap, the ex- 
citations are photon-like and have the disper- 
sion relation 
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At energy well below the band gap, the ex- 
citations are photon-like and have the disper- 
sion relation 
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where h is Planck's constant divided by 2Tr, 
o is the photon frequency, c is the speed of 
light, n is the index of refraction of the me- 
dium, and k is the photon wave number. In 
the opposite limit, at high energy and mo- 
mentum, one can view the fundamental exci- 
tation of the medium as taking an electron 
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Fig. 1. A typical polariton dispersion relation in 
a semiconductor. The exciton energy E, alone, is 
given by Eq. 2. At low momentum, the exciton 
state mixes with the photon states in the me- 
dium. These mixed states are called polaritons. 
The dashed line gives the photon dispersion 
without mixing. 
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from the valence band to the conduction 
band, leaving behind a hole (an empty state) 
in the valence band. In typical semiconduc- 
tors, both the electron in the conduction band 
and the hole in the valence band move freely, 
with an effective mass on the order of the free 
electron mass in a vacuum. The Coulomb 
attraction between the negative electron and 
the positive hole leads to the bound states 
known as Wannier excitons. The energy of 
the excitations in this limit is simply given by 
the band gap energy (Egap) minus the Ryd- 
berg binding energy of the excitons, calculat- 
ed using the hydrogenic Rydberg formula, 
plus the kinetic energy of the pair 
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where e is the electron charge, e is the 
dielectric constant of the medium, mr is the 
reduced mass, and mtot is the total effective 
mass of the electron and hole. When the 
photon energy is comparable to the exciton 
energy, the curves given by Eq. 1 and Eq. 2 
cross, and mixing of the states occurs (Fig. 
1). The excitations in the region of the 
mixing are known as polaritons. As seen in 
Fig. 1, the photon states merge continuous- 
ly into the polariton states, which merge 
continuously into the exciton states. All 
three of these states are bosonic states; that 
is, they obey the law of stimulated emission 
derived from the properties of the bosonic 
quantum field operators. 

Some researchers over the years have pre- 
ferred to say that excitons and polaritons are 
only approximately bosons, because at high 
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