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Superconductivity in compressed lithium is observed by magnetic susceptibility and 
electrical resistivity measurements. A superconducting critical temperature (Tc) is 
found ranging from 9 to 16 kelvin at 23 to 80 gigapascals. The pressure dependence 
of Tc suggests multiple phase transitions, consistent with theoretical predictions 
and reported x-ray diffraction results. The observed values for Tc are much lower 
than those theoretically predicted, indicating that more sophisticated theo- 
retical treatments similar to those proposed for metallic hydrogen may be 
required to understand superconductivity in dense phases of lithium. 
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Lithium is considered the simplest metal: it is 
the lightest of the alkali metals, and under 
normal pressure-temperature conditions its 
properties are well described within a nearly 
free electron model. The two inner core elec- 
trons effectively shield the nucleus, inhibiting 
electron-ion attraction and leaving the outer 
electrons to move freely within the ion lattice. 
Because the valence electron is so delocal- 
ized, lithium is a metal with high conductiv- 
ity and it assumes a highly symmetric body- 
centered cubic (bcc) structure. Recent studies 
show that under pressure, however, this sim- 
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plicity changes radically. Theoretical predic- 
tions (1) suggest that lithium may undergo 
several structural transitions, possibly leading 
to a "paired-atom" phase with low symmetry 
and near-insulating properties. Though this 
prediction is the antithesis of the intuitive 
expectation that pressure favors high-symme- 
try crystal structures with metallic properties, 
recent x-ray diffraction studies reveal a struc- 
ture similar to the predicted paired structure 
(2). Near 39 GPa, lithium transforms to a 
cubic polymorph with 16 atoms per unit cell 
(cI16), a recently discovered structure unique 
to lithium (2). Additionally, a minimum in 
the electronic density of states close to the 
Fermi energy suggests near-insulator behav- 
ior in the paired structure. 

The ambient-pressure phase of Li at low 
temperature is not bcc but rather a closed 
packed rhombohedral 9R structure (3). Under 
ambient pressure, no sign of superconductiv- 
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ity in lithium has been detected down to 4 
mK (4). However, it is predicted that lithi- 
um's structural changes under pressure may 
have large effects on possible superconduc- 
tivity in the material (1, 5). Explicit calcula- 
tions (6) suggest that Tc may reach a maxi- 
mum of 60 to 80 K in the cI16 phase. An 
early resistivity experiment had indicated a 
possible superconducting transition in lithium 
(7) at 7 K and higher pressures; however, the 
experiment was inconclusive due to the lack 
of magnetic signature of the transition. Sim- 
ilar experiments, performed recently with a 
diamond anvil cell to higher pressures, con- 
firmed a resistance drop and established a 
dependence of the drop on external magnetic 
field but still lacked the magnetic susceptibil- 
ity measurement necessary for proving super- 
conductivity (8). Because of the difficulties 
in studying the material under pressure [e.g., 
sample containment and reactivity (2, 9)], it 
is essential to apply a variety of probes of the 
compressed sample. For superconductivity, 
this includes the combination of magnetic 
(10) and electrical (11) techniques. 

Magnetic susceptibility measurements were 
performed in two experiments (12). The temper- 
ature scan at 28 GPa in the second run is shown 
in Fig. 1. We used a Nb sample placed in the 
compensating coil at ambient pressure as a ref- 
erence in this experiment. The signal from Nb is 
superimposed in phase with the background; the 
signal from Li is opposite in phase from that of 
the background. The compensating and signal 
coils are connected in opposition; thus, the sig- 
nal from Li has actually the same phase as that 
from Nb and, therefore, indubitably corresponds 
to the superconducting transition. We observed 
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a similar phase relation for the background and 
the superconducting signal in our experiments 
on sulfur to 230 GPa (13). Magnetic suscepti- 
bility measurements at selected pressures are 
shown in the right panel in Fig. 2. 

Complementary resistivity measurements 
were carried out as follows. Resistivity mea- 
surements could not be performed in gaskets 
made of cubic BN mixed with epoxy used in 
our previous experiments (11) because of the 
possibility of chemical reactions between Li 
and epoxy. To isolate the Li sample from the 
gasket, we used a ring of 100-ixm inner diam- 

6 8 10 12 14 16 18 20 

Temperature (K) 

Fig. 1. Magnetic susceptibility signal at 28 GPa. 
The signal from Li is superimposed on a para- 
magnetic background with the opposite sign. 
The signal from Nb in the compensating coil at 
ambient pressure has an inverted phase and it 
is superimposed on the background additively. 

eter and 250-iLm outer diameter made of a 
NiCr(Al) gasket preindented to a thickness of 
20 uLm. Beveled diamond anvils with 600-Rim 
bevels and 200-RLm flat culets were used. The 
resistivity was measured by the four-probe 
technique, with a signal from the sample shunt- 
ed by the NiCr(Al) ring. The contribution from 
the sample, however, was high enough (10%) 
for easy detection of the superconducting tran- 
sition. We found that the resistivity response 
was broadened if measuring currents - 100 JLA 
or higher were used to detect the transition; this 
occurs because the measuring current exceeded 
the critical superconducting current Ic close to 
the transition. Distinct superconducting steps 
were clearly seen when a 20-IjA measuring 
current was used (Fig. 2). 

The pressure dependence of the Tc for Li is 
shown in Fig. 3. TC rapidly increases with pres- 
sure from 9 K at 23 GPa to 16 K at 33 GPa, and 
above that pressure it drops down to 10.5 K at 
40 GPa. These changes in TC indicate the pos- 
sibility of structural phase transitions. Accord- 
ing to the resistivity data, TC increases to above 
16 K in the range 43 to 46 GPa and remains 
almost constant to at least 60 GPa. A T, in the 
vicinity of 20 K has been observed in resistivity 
measurements involving magnetic quenching 
in a pressure range 40 to 50 GPa by Shimizu 
(8). At 66 GPa the resistivity signal shows very 
broad response below 15 K. Further increase in 
pressure to 80 GPa shifts the onset of the su- 
perconducting step down to 11 K. The observed 
changes in Tc with pressure are qualitatively 
compatible with the variety of predicted low- 
symmetry phases at high pressure (1, 2); how- 
ever, detailed x-ray diffraction measurements at 
low temperatures are required to make a direct 
comparison with our results. We plot phase 
boundaries consistent with our data in Fig. 3. 

Fig. 2. Temperature 24 
scans at high pressure. 
(Left) Resistivity mea- 
surements. The signal 22- 
is measured using a GP 
four-probe technique. 0 Ga 40GPa 
The absolute value of 20- 
the signal at the lock- 
in amplifier input is > 36GPa 
plotted with a mea- b 18- 166GPa 
suring current of 20 .- 
IA at 38 Hz. We used 33 
a 1:30 transformer 'C16- 
between our sample c 
and lock-in amplifier 1 P 
to improve the signal- 14- a0GPa 
to-noise ratio, so the 54 GPa 
actual signal is about 43 GP 
30 times less than 12- 43GPa 
shown in the figure. Tc 
is identified as the on- 
set of the transition. 10- 24 
The very broad and 
featureless response c 10 20 30 40 50 60 6 8 10 12 14 16 18 20 

at 66 GPa may be due Temperature (K) Temperature (K) 
to the mixture of two 
phases. (Right) Magnetic susceptibility measurements. The background signal is subtracted (13), 
and the Tc is estimated from the onset of the transition. 

The available T, data suggest possible phase 
boundaries around 33 to 36 GPa, 40 to 50 GPa, 
and 66 to 80 GPa. The first two boundaries 
correlate well with x-ray diffraction data (2) at 
higher temperatures; the last one may be a 
transition to yet another phase, possibly the 
paired Cmca phase predicted theoretically (1). 

We now compare our pressure depen- 
dence of Tc with theoretical predictions. The 
T, was calculated to increase dramatically in 
the face-centered cubic (fcc) phase to 50 to 
70 K just before the transition to hRl (and 
subsequently to the cI16 phase) near 40 GPa, 
staying nearly constant and very high (60 to 
80 K) in the cI16 phase from 40 to at least 80 
GPa (6). Our results are consistent with the 
steep increase of Tc below 30 GPa as occur- 
ring in the fcc phase, but with a much lower 
Tc than predicted. The drop in Tc to 10.5 K at 
40 GPa may indicate that a transition to yet 
another phase occurs in the narrow pressure 
range (38 to 43 GPa), similar to the interme- 
diate hexagonal phase observed by x-ray dif- 
fraction in the same pressure range [carried 
out below 200 K (2)]. Above 43 GPa, the 
experimental T, values stay nearly constant at 
16 K. Assuming the cI16 phase is stable in 
this pressure range (2), the theoretical predic- 
tion (6) for the T7 is much higher than is 
experimentally observed. The possibility of 
spin fluctuations reducing Tc was discussed 
in [(6) and references therein]. The difference 
may also arise from the possibility of large 
Coulomb corrections due to electron-electron 
repulsion (14). In general, this question can 
be addressed by studying the isotope effect 
on T,. A reduced isotope effect indicates 
large values of xL* (the repulsive electron- 
electron interaction), larger than is found for 
most simple metals. Notably, it has been 
argued (15) that a reduced isotope effect doc- 
umented in the recently discovered high-tem- 
perature superconductor MgB2 indicates the 
large values of xL* in this material. 

The present results add to the recent find- 

v, 
L_ 

Q. 
E 
a) 
H- 

lu 
fcc ? c116 ? 

18-I I 

I .1. 16- oH I 
14- 

12- I . I 
I* w 

6 ! , , I, , 

60 

20 40 60 
Pressure (GPa) 

80 

Fig. 3. Pressure dependence of the Tc in lithium. 
Open and closed circles represent two suscepti- 
bility experiments; the error in pressure and Tc is 
less than or equal to the symbol size. The resis- 
tivity data are shown as squares. The dashed lines 
represent possible phase boundaries. Further ex- 
perimental details can be found in (12). 
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ings regarding the emerging complexity of pu- 
tatively simple metals under pressure (1, 2, 5, 
16, 17). Despite its apparent deviations from a 
textbook "simple metal," Li remains an ideal 
candidate for further theoretical understanding 
of the origin of this complexity because of its 
low atomic number. Although there is a possi- 
bility that the low-temperature phases are dis- 
tinct from those considered in (6), the discrep- 
ancies between theory and experiment may be 
resolved by assuming very high values of the 
Anderson-Morel Coulomb pseudopotential p* 
or by invoking spin fluctuation effects (6). The 
first possibility may require a full treatment of 
electrons and ions on the same footing similar 
to the approach proposed by Richardson and 
Ashcroft (14). Such a treatment is likely to be 
very important for understanding the behavior 
(including possible high-temperature supercon- 
ductivity) in the predicted metallic phases of 
hydrogen at higher pressures (14, 18, 19). This 
study shows the power of pressure as a variable 
in uncovering phenomena in condensed matter, 
findings made possible by continued advances 
in experimental high-pressure techniques. 
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ings regarding the emerging complexity of pu- 
tatively simple metals under pressure (1, 2, 5, 
16, 17). Despite its apparent deviations from a 
textbook "simple metal," Li remains an ideal 
candidate for further theoretical understanding 
of the origin of this complexity because of its 
low atomic number. Although there is a possi- 
bility that the low-temperature phases are dis- 
tinct from those considered in (6), the discrep- 
ancies between theory and experiment may be 
resolved by assuming very high values of the 
Anderson-Morel Coulomb pseudopotential p* 
or by invoking spin fluctuation effects (6). The 
first possibility may require a full treatment of 
electrons and ions on the same footing similar 
to the approach proposed by Richardson and 
Ashcroft (14). Such a treatment is likely to be 
very important for understanding the behavior 
(including possible high-temperature supercon- 
ductivity) in the predicted metallic phases of 
hydrogen at higher pressures (14, 18, 19). This 
study shows the power of pressure as a variable 
in uncovering phenomena in condensed matter, 
findings made possible by continued advances 
in experimental high-pressure techniques. 
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Fatigue Failure in Polysilicon 
Not Due to Simple Stress 

Corrosion Cracking 
H. Kahn, R. Ballarini,* J. J. Bellante, A. H. Heuer* 

In the absence of a corrosive environment, brittle materials such as silicon should 
be immune to cyclic fatigue. However, fatigue effects are well known in microme- 
ter-sized polycrystalline silicon (polysilicon) samples tested in air. To investigate 
the origins of this phenomenon in polysilicon, we developed a fixed-grip fracture 
mechanics microspecimen but could find no evidence of static stress corrosion 
cracking. The environmental sensitivity of the fatigue resistance was also inves- 
tigated under cyclic loading. For low-cycle fatigue, the behavior is independent of 
the ambient conditions, whether air or vacuum, but is strongly influenced by the 
ratio of compressive to tensile stresses experienced during each cycle. The fatigue 
damage most likely originates from contact stresses at processing-related surface 
asperities; subcritical crack growth then ensues during further cyclic loading. 
The lower far-field stresses involved in high-cycle fatigue induce reduced levels 
of fatigue damage. Under these conditions, a corrosive ambient such as lab- 
oratory air exacerbates the fatigue process. Without cyclic loading, polysilicon 
does not undergo stress corrosion cracking. 
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Silicon is a "fully" brittle material at room 
temperature. In the absence of hydrostatic con- 
fining pressures to suppress fracture, silicon 
displays no stress-induced dislocation activity 
under ambient conditions, even under high 
stresses, and undergoes no stress-induced phase 
transformations, except at extremely high pres- 
sures (1). In addition, stress corrosion cracking 
(2) has not been conclusively detected in silicon 
(3, 4). We thus do not expect silicon to display 
any time-dependent cracking (neither crack ini- 
tiation nor crack extension) when subjected to 
monotonic or cyclic loading conditions. Exper- 
imental results, however, have shown other- 
wise. Precracked micrometer-sized specimens 
of both single-crystal (4) and polycrystalline 
silicon (polysilicon) (5) exhibit crack extension 
when subjected to cyclic fatigue loading. Crack 
initiation and growth have also been observed 
in micrometer-sized silicon specimens without 
precracks under fatigue loading (6-11). Both 
single-crystal silicon (6, 7) and polysilicon (8- 
11) have been studied. Most of the investiga- 
tions (6-10) used equal tension/compression 
cycling, for a load ratio R = -1. (The load ratio 
R is the ratio of the minimum stress to the 
maximum stress in the cycle; tension is taken as 
positive and compression as negative.) Fatigue 
has also been observed in zero/tension stress 
cycling tests (R = 0) (11). Muhlstein et al. (9, 
10) have attributed the limited lifetime to "re- 
action-layer fatigue." This fatigue mechanism 
involves the surface oxide (12) on the silicon 
undergoing damage through stress corrosion 
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cracking; the oxide is postulated to thicken 
because of continued chemical reaction with 
the ambient, and the cracks lengthen until the 
stress intensity factor reaches the critical frac- 
ture toughness KIc (Eq. 1), whereupon cata- 
strophic crack propagation ensues. Bagdahn et 
al. (11), however, showed that the lifetime of 
polysilicon specimens subjected to tensile fa- 
tigue loading was dependent only on the num- 
ber of cycles and not on the cycling frequency. 

In fact, stress corrosion is not a prerequi- 
site for fatigue behavior in brittle materials. 
Suresh (13) showed that brittle ceramics dis- 
play crack initiation and propagation at 
notches under compression/compression fa- 
tigue loading. He attributed the fatigue to 
confined damage at the notch tip during com- 
pression loading, which generates tensile 
stresses and microcracking upon unloading. 
Further, Wiederhom et al. (14) reported tem- 
perature-dependent subcritical crack growth 
in a variety of inorganic glasses subjected to 
constant tensile loads in vacuum (10-2 Pa). 

For our investigation, the test structure 
shown in Fig. 1 was used to investigate the 
static (constant load) stress corrosion of poly- 
silicon in micrometer-sized specimens. The 
fracture mechanics microspecimen, a doubly 
clamped beam with a residual tensile stress 
and containing a sharp precrack produced by 
a Vickers microindent, was fabricated with 
standard micromachining techniques (15). 
Upon release of the structure, the residual 
tensile stress in the film produced a nearly 
uniform tensile stress in the doubly clamped 
beam and, in turn, a well-defined stress in- 
tensity at the crack tip. The residual stress in 
the film was measured with microstrain gaug- 
es, which were micromachined on the same 
substrate and placed near the test devices. We 
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