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Putting a Spin on the 

Aharonov-Bohm Oscillations 
Jeeva Anandan 

O f the many fascinating conse- 
quences of quantum mechanics, 
one of the more counterintuitive 

ones is the Aharonov-Bohm effect: A 
charged particle can "feel" a magnetic 
field even when it remains outside the 
field. In a recent mesoscopic experiment 
reported in Physical Review Letters (1), 
Yau et al. observed an interesting exten- 
sion of this effect to the spin of the 
charged particle. 

According to classical physics, a 
charged particle is influenced by a mag- 
netic field only if the particle goes 
through a region with nonzero magnetic 
field strength. But according to quantum 
mechanics, the quantum wave represent- 
ing the state of a charged particle, such as 
an electron, can be influenced by the mag- 
netic field even if the particle is nowhere 
in the region of nonzero field strength. 
Aharonov and Bohm predicted more than 
40 years ago that if the quantum wave is 
split into two waves that go around a 
solenoid and interfere, the resulting inter- 
ference pattern is influenced by the mag- 
netic flux enclosed by the waves (2). 

In addition to its charge, the electron 
has a magnetic moment proportional to its 
spin. Hence, if the magnetic field strength 
is nonzero along the electron wave, there 
are also spin-dependent effects due to the 
interaction of the magnetic moment with 
the magnetic field. If an electric field is 
present, the so-called spin-orbit interaction 
of the magnetic moment with the electric 
field (3) further influences the interference 
pattern (4, 5). All these effects are present 
in the recent experiment of Yau et al. (1). 

The experiment is a miniaturized ver- 
sion of the original experiments that con- 
firmed the Aharonov-Bohm effect (6). 
The apparatus consists of a ring structure 
with a diameter of 1 rtm, fabricated in- 
side a GaAs/AlGaAs heterostructure. If 
such a mesoscopic apparatus made of 
metals or semiconductors is cooled to 
about 30 mK, then the conduction elec- 
tron waves are coherent over the entire 
structure, because there is no randomiza- 
tion due to inelastic scattering. This leads 
to interesting quantum effects. 
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In the experiment of Yau et al., the 
conduction electrons are like a quantum 
gas that enters and exits the ring (see the 
first figure), constituting a current. Ho- 
mogeneous magnetic and electric fields 
are applied normal to the plane of the ring 
structure. The electric field E is needed to 
confine the electrons to this plane. 

It has been predicted 
(7, 8) that the electrical re- 
sistance of the current 
through a mesoscopic ring 
should vary when the 
magnetic flux ( through 
the ring is varied through 
changes in the strength of 
the magnetic field B. This 
magnetoresistance R is an 
oscillatory function of the 
magnetic flux with period 
hle, where h is Planck's 
constant and e is the 
charge of the electron (9). 
The current is maximum 
for constructive interfer- 
ence and minimum for de- 
structive interference. This 
oscillation has been ob- 
served in several experi- 
ments (10), including the 
one by Yau et al. (see the 
second figure) (1). 
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et al. (1) observed this peak in their experi- 
ment. But they also found two other smaller 
peaks on either side of the main peak, sug- 
gesting a modulation of the Aharonov-Bohm 
oscillation of R. These side peaks may be a 
result of spin-dependent effects. These ef- 
fects may be obtained by supposing that the 
magnetic moment of the electron (which is 
proportional to the spin) interacts with an ef- 

fective magnetic field (3) !B 
= B - 1/2v x E, where v is 
the velocity of the electron. 

The factor 1/2 distin- 
guishes (B for the electron 

" -L. from the corresponding ef- 
fective magnetic field ex- 
perienced by a neutral 
dipole, such as the neutron, 
in the combined magnetic 
and electric fields (4). For 
an electron in an atom, this 

/e the ring struc- difference is traditionally 
um wave associ- attributed to the semiclassi- 
s into two wave cal Thomas precession, that 
e curved arrows, is, the additional relativistic 
netic field B and precession of the electron 
ie ring. Whether spin due to its acceleration 
nce whether the in the electric field of the 
3lues of B and E. nucleus (3). The E experi- 

enced by the electron is 
much larger than the ap- 

plied electric field. This effect has been 
shown experimentally and has been attribut- 
ed to complex band effects in the semicon- 
ductor (11). This enhancement enables E to 
be observable. 

The above combined effect of the elec- 
tric and magnetic fields on the electrons 
may also be regarded as arising from 

Berry's phase (12), a ge- 
ometric phase acquired 
by the wave function 

A -^ when it evolves slowly 
I j ? ; and returns to the origi- 

I nal state. In the present 
case, ~B varies slowly 
during the motion of the 
electron along each 
semicircular ring, and 
hence the components of 
the spin state of each 
electron in the direction 
of B remain pinned to 
this varying direction. 

o 0.1 However, because v 
B (T) changes rapidly at the 
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)und resistance) in ferent for the two states 
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cillation of the cur- Berry phase for each 
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the entry and exit points is well defined. For 
unpolarized electrons, as in the present exper- 
iment, the average of these Berry phase fac- 
tors may be observed. The phase shifts may 
also be thought of as a result of the change in 
kinetic energy of the electrons due to the 
change in potential energy when they interact 
with t, so that the total energy is conserved. 
This results in a change in wavelength and 
hence a phase shift. 

To obtain the same quantum coherence in 
a macroscopic conductor, it needs to be su- 
perconducting. But in that case the magnetic 
flux enclosed by the ring is quantized, and 
hence cannot be freely varied as in the meso- 
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scopic experiment, which allows the contin- 
uous oscillatory dependence of the current 
on the magnetic flux to be determined. 

As the experiment of Yau et al. illus- 
trates, mesoscopic experiments enable us to 
observe directly, in disordered systems, new 
effects of quantum coherence that could not 
be observed with macroscopic systems. Al- 
so, as the miniaturization of electronics pro- 
ceeds, there is hope that mesoscopic experi- 
ments may prove to be of great practical 
use. They may, for example, find applica- 
tion in quantum computing, owing to the 
quantum coherence over the entire meso- 
scopic apparatus. 
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Pure carbon naturally forms two differ- 
ent crystalline materials: diamond, in 
which all bonds between carbon 

atoms are the same, and graphite, with two 
different types of bonds between the atoms. 
Because diamond is the higher energy form 

of the two, its natural 

onlie at occurrence is rare 
ehnced online atc 

compared with that WWwkscence mag.org/cgi/ 
ent/fullV297/5587/1657 of graphite. In con- 

trast, the lowest ener- 
gy form of related elements such as silicon 
(Si) and germanium (Ge) has the same 
crystal structure as diamond, but no natural- 
ly occurring form like graphite. 

The quirk of nature that makes graphite 
the lowest energy form of carbon is the 
main reason it has not been used in elec- 
tronic devices, in stark contrast to its 
neighbor in the periodic table, Si. A report 
by Isberg et al. on page 1670 of this issue 
provides hope that the time has come for 
diamond electronics (1). 

A material suitable for an electronic de- 
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vice must not conduct electrical current in 
its pure state at room temperature. Howev- 
er, it should be possible to tune its conduc- 
tivity in a controllable manner by intro- 
ducing trace amounts of impurity atoms 
(dopants). Such materials are termed 
"semiconductors." 

Graphitic carbon conducts electricity at 
room temperature. In contrast, diamond is 
a semiconductor with physical properties 
(such as maximum electric field, satura- 
tion velocity, thermal conductivity and 
band-gap) that make it the ideal material 
for electronic devices (2, 3). The major 
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Rough natural diamonds. The largest of these 
monds, from a mine in the Orange River area of S( 
Africa, weighs 32 carats. Though extremely valuabl 
gem stones, they are not pure enough for making e 
tronic devices. 

barrier to realizing this potential of dia- 
mond to date has been the difficulty in 
synthesizing it in a form that is pure and 
perfect enough for electronics. 

Natural diamonds (see the figure) have 
too many defects and impurities for use as 
semiconductors, regardless of the cost as- 
sociated with their rarity. Only manufac- 
tured semiconductor materials are of the 
appropriate quality for electronics. Crys- 
talline Si wafers used for electronics have 
impurity and crystalline defect densities 
that are lower than the atomic density by a 
factor of 10-11 to 10-12. Electronic-grade 
Si is the purest bulk material known. 

The first artificial synthesis of diamond 
was reported in 1955 (4). It was achieved by 
subjecting graphite to high pressure and 
high temperature (HPHT) in the presence of 
a transition-metal catalyst. This method is 
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now a standard industrial process. It yields 
diamonds with submicrometer to submil- 
limeter dimensions that are used as grit in 
mechanical applications such as polishing. 
These applications exploit the extremely 

high hardness and chemical inertness 
of diamond. But until recently, the im- 
purities and defects in HPHT-synthe- 
sized diamonds and their small size 
precluded their use in electronics. 

Alternative methods aimed to 
synthesize diamond from the vapor 
phase (5, 6). The first practical 
method for deposition of diamond 
from the vapor phase used a hydro- 
carbon plasma (7). This study her- 
alded a burst of research activity 
aimed at exploiting the properties of 
diamond in electronic devices (8). 

However, plasma-deposited dia- 
mond is not a single crystal. It is made 

dia- up of many individual crystal grains of 
outh 1 to 10 [mm in diameter that are oriented 
le as differently. Plasma-deposited diamond 
alec- is polycrystalline when grown on a 

high-purity noncarbon substrate mate- 
rial, usually a Si wafer. Some success 

was achieved in growing diamond grains 
with the same crystal orientation on a differ- 
ent substrate (P-SiC), and the resulting films 
showed promising electronic properties (9). 
But P-SiC is also difficult to synthesize, and 
general progress was impaired by not having 
available diamond of the required quality. 

Over the past 2 years there have been re- 
newed grounds for cautious optimism. 
High-quality HPHT diamonds in polished 
form with dimensions of many millimeters 
have become available, forming suitable 
substrates on which ultrapure diamond can 
be grown with a hydrocarbon plasma source 
(10). The fusion of the two methods for syn- 
thesizing diamond artificially has led to the 
demonstration of single-crystal diamond 
layers that approach the quality required for 
electronic devices (11-13). Importantly, it 
has also been possible to control the con- 
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