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Table 1. Biological characterization of sPV1(M). Plaque reduction assay in the presence (+) and absence 
(-) of antibodies as described in (13). Anti-PV1(M) and anti-PV2(L) are neutralizing polyclonal antibodies 
specific for types 1 and 2 poliovirus, respectively. Neuropathogenicity of sPV1(M) and wt PV1(M) was 
assayed in hPVR-tg mice as described in (13). PLD50 is defined as the amount of virus that caused paralysis 
or death in 50% of the inoculated mice. 

PFU 

Virus Mab D171 Anti-PV1(M) Anti-PV2(L) PLD50 
(lOglo PFU) 

+ + + 

sPV1(M) 83 0 91 0 88 92 6.2 
wt PV1(M) 89 0 86 0 90 87 2.0 
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mice, resembling the disease produced by wt 
PV1(M) (13). However, a larger inoculum of 
sPV1(M) than PV1(M) was necessary to para- 
lyze or kill the animals (Table 1). The increase 
in the magnitude of attenuation was unexpect- 
ed, because all nucleotide substitutions intro- 
duced into sPVl(M) resulted in silent mutations 
in the ORF, except for the newly created Xma 
I and Stu I sites in the 5' nontranslated region 
(NTR) and 2B region, respectively. These latter 
changes had been shown previously to have no 
influence on viral replication in tissue culture 
(20, 21). However, the silent mutations that we 
introduced into the poliovirus genome may ex- 
ert a strong influence on pathogenesis by hith- 
erto unknown mechanisms. 

The presence or absence of genetic mark- 
ers in the inoculated virus and the virus iso- 
lated from the spinal cords of paralyzed mice 
was confirmed by amplification of the viral 
RNA by RT-PCR and restriction enzyme 
analysis. Our results show that the viruses 
isolated from the spinal cords of paralyzed 
mice resembled the inoculated virus (fig. S1). 
Our data also confirm that the synthetic virus 
was the causative agent of the flaccid paral- 
ysis observed in the sPV1(M)-infected mice. 

The chemical synthesis of the viral genome, 
combined with de novo cell-free synthesis, has 
yielded a synthetic virus with biochemical and 
pathogenic characteristics of poliovirus. In 
1828, when W6hler synthesized urea, the theo- 
ry of vitalism was shattered (22). If the ability to 
replicate is an attribute of life, then poliovirus is 
a chemical 

[C332,652H492,388N98,2450131,196- P7501 S2340, 

see (2)] with a life cycle. 
As a result of the World Health Organi- 

zation's vaccination campaign to eradicate 
poliovirus (23), the global population is bet- 
ter protected against poliomyelitis than ever 
before. Any threat from bioterrorism will 
arise only if mass vaccination stops (23) and 
herd immunity against poliomyelitis is lost. 
There is no doubt that technical advances will 
permit the rapid synthesis of the poliovirus 
genome, given access to sophisticated re- 
sources. The potential for virus synthesis is 
an important additional factor for consider- 
ation in designing the closing strategies of the 
poliovirus eradication campaign. 
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MAP Kinase Phosphatase As a 

Locus of Flexibility in a 

Mitogen-Activated Protein 

Kinase Signaling Network 

Upinder S. Bhalla,l*t Prahlad T. Ram.2*t Ravi lyengar2 

Intracellular signaling networks receive and process information to control cellular 
machines. The mitogen-activated protein kinase (MAPK) 1,2/protein kinase C (PKC) 
system is one such network that regulates many cellular machines, including the 
cell cycle machinery and autocrine/paracrine factor synthesizing machinery. We 
used a combination of computational analysis and experiments in mouse NIH-3T3 
fibroblasts to understand the design principles of this controller network. We find 
that the growth factor-stimulated signaling network containing MAPK 1, 2/PKC can 
operate with one (monostable) or two (bistable) stable states. At low concentra- 
tions of MAPK phosphatase, the system exhibits bistable behavior, such that brief 
stimulus results in sustained MAPK activation. The MAPK-induced increase in the 
amounts of MAPK phosphatase eliminates the prolonged response capability and 
moves the network to a monostable state, in which it behaves as a proportional 
response system responding acutely to stimulus. Thus, the MAPK 1, 2/PKC con- 
troller network is flexibly designed, and MAPK phosphatase may be critical for this 
flexible response. 
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Intracellular signaling pathways communi- 
cate extracellular information to modulate 
cellular functions in response to external 
stimuli. Signaling pathways function not only 
to transmit information but also to process the 
information as it is being transmitted. Such 
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machinery and other cellular effectors (4, 5). 
However, receptor tyrosine kinases activate 
other effectors such as phospholipase C-y 
(PLC-'y), which leads to the activation of 
PKC (6). PKC in turn stimulates MAPK 1, 2 
through activation of the protein kinase c-Raf 
(7). MAPKs activate cytoplasmic phospho- 
lipase-A2 (cPLA2) (8, 9). The arachidonic 
acid produced by cPLA2 also stimulates PKC 
(10, 11). These pairwise connections create a 
potential positive-feedback loop in the 
MAPK network (Fig. 1A). Such a simple 
network can function as a bistable switch 
wherein a brief extracellular stimulus results 
in sustained MAPK activation (12). 

Signal flow through this MAPK network 
reflects a balance between the positive phos- 
phorylation and the reverse dephosphoryl- 
ation reactions. We therefore considered two 
key phosphatases in this system: protein 
phosphatase 2A (PP2A), a broad-specificity 
Ser-Thr phosphatase that dephosphorylates 
both Raf and MAP/ERK kinase (MEK) (13, 
14); and MAPK phosphatase (MKP), a dual- 
specificity phosphatase that dephosphorylates 
both Tyr and Thr residues on MAPKs and 
whose expression is transcriptionally regulat- 
ed by MAPK (15). MAPK also phosphory- 
lates MKP, which reduces ubiquitination and 
degradation of MKP (16). The increase in 
amounts of MKP constitutes a negative feed- 
back. Computational analysis shows that 
MKP activity at specified levels and duration 
can limit the activated steady state of MAPK 
(12). Coupling the positive- and negative- 
feedback loop within the system could lead to 
oscillations. However, we had found al- 
though the system could move between re- 
gimes where it could exist at two (basal and 
activated) stable states (bistable) and one 
(basal) stable state, the system was not oscil- 
latory (17). What then might be the systems 
function of MKP induction? Computational 
analysis suggests that at higher amounts of 
MKP, the network would function as a pro- 
portional-response system yielding differing 
amounts of activated MAPK for varying con- 
centrations of growth factors, whereas at low- 
er concentrations of MKP the system might 
function as an all-or-none switch at steady 
state. This hypothesis would suggest that the 
MAPK network is designed with the capabil- 
ity of mounting several types of responses, 
i.e., in a flexible manner. Indeed, one impor- 
tant question in biological systems is whether 
regulatory networks are flexibly designed. 
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We integrated computational analysis with 
experiments in NIH-3T3 fibroblasts to deter- 
mine whether the MAPK controller network 
is flexibly designed. 

We modeled the MAPK network with a 
system of coupled ordinary differential equa- 
tions in the general neural simulator GENE- 
SIS with the Kinetikit interface (18). The 
detailed equations and constants have been 
described (12, 17) and are provided in the 
supporting text (19). Initial simulations 
showed that after a brief (5 min) stimula- 
tion by a growth factor, MAPK activity 
remained elevated for an extended (30 to 45 
min) period (Fig. 1B). As a result of system 
complexity related to MAPK-induced in- 
creases in the amounts of its negative reg- 
ulator MKP, the activated state is tempo- 
rally constrained, i.e., not maintained 
indefinitely. There was minimal decrease in 
the MAPK 1, 2 activity for up to 40 min, 
followed by a steady decline (Fig. 1B). We 
have operationally defined the activated 
steady state as a period that is at least five 
times longer than the initial stimulation (at 

A 

least 25 min of high activity for 5-min 
stimulation by growth factor). 

Under this temporal constraint, we com- 
puted the dependence of activation of cPLA2 
on MAPK and vice versa at steady state (25 
to 40 min) after 5 min of stimulation (Fig. 
1C). The system exhibits bistable behavior as 
seen by the three intersection points between 
the two computed concentration-effect curves 
(Fig. 1C). Initial stimulation by PDGF that 
raised MAPK or cPLA2 activity above the 
levels defined by the middle metastable in- 
tersection point (denoted by number 2 in Fig. 
1C) allows the system to come to an activated 
steady state (uppermost intersection point, 
number 3 in Fig. 1C) whereas the low-level 
stimulation results in the system relaxing to 
the basal state (lowermost intersection point, 
number 1 in Fig. 1C) as soon as the stimulus 
was withdrawn. We examined whether we 
could observe a similar profile experimental- 
ly (19). NIH-3T3 cells deprived of serum 
were stimulated with PDGF for 5 min. The 
cells were washed and the activation state of 
MAPK was determined by immunoblotting 
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10- 4 Fig. 1. The receptor tyrosine kinase, MAP kinase, 

nQ~ . . . .o~ , ~and protein kinase C signaling network and feed- 
0.01 0.1 I 1 00 10 000 back loop. (A) Block diagram of network. The 

Simulated activated MAPK (nM) components highlighted in green form the posi- 
tive-feedback loop. The pathways highlighted in 

orange are inhibitory. This block diagram abstracts a complex network that is described in detail in 
the supplementary materials. Abbreviations: PDGFR, platelet-derived growth factor receptor; PKC, 
protein kinase C; AA, arachidonic acid; PP2A, protein phosphatase 2A; MEK, MAPK or ERK kinase; 
MAPK, mitogen-activated protein kinase 1, 2; cPLA2, cytoplasmic phospholipase A2; MKP, MAP 
kinase phosphatase; DAG, diacylglycerol. (B) Simulation of the levels of active MAPK at various time 
points after activation with 50 ng/ml PDGF for 5 min; the stimulus period is indicated by the bar 
at the bottom of the graph. (C) Intersecting concentration-effect curves for steady-state MAPK 
activation by cPLA2 ([), and cPLA2 activation by MAPK (A), plotted on the same axes. cPLA2 
activity is measured in terms of concentrations of AA, its product. MKP activity in these simulations 
is fixed at the initial levels of 2.4 nM total MKP (MKP-1 + MKP-2). The three intersection points 
define stable points of the system. Point 1 is the basal level of activity, point 2 is a metastable 
point, and point 3 is the high stable state of activity. (D) Activation state of MAPK in NIH-3T3 cells 
after stimulation with PDGF. Serum-starved cells were stimulated with 50 ng/ml PDGF for 5 min 
and then washed with serum-free medium. The cells were then reincubated in serum-free medium 
for various lengths of time. Protein from soluble cell lysate was probed with antibody specific for 
dual-phosphorylated MAPK (Phospho-MAPK 2). 
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with antibody to the phosphophorylated 
forms of MAPK 1 and 2. MAPK activity 
increased within 5 min and stayed active for 
more than 40 min after removal of PDGF 
(Fig. 1D). Thus, for approximately eightfold 
duration of the initial stimulus the system 
stays stably active. Because the parameters 
used for the modeling are largely derived 
from in vitro measurements, often with puri- 
fied proteins, there is no quantitative congru- 
ence between the simulations and the exper- 
iments conducted in the intact cell. However, 
the qualitative features predicted by the sim- 
ulation were observable experimentally in an 
intact cell system. 

If the persistently increased MAPK activ- 
ity is due to the presence of a feedback loop, 
then inhibition of cPLA2, a target of MAPK, 
should block the persistent activation of 
MAPK while allowing acute stimulation. 
Computational analysis indicated that this is 
indeed the case (Fig. 2A). Experimentally, 
NIH-3T3 cells were treated without or with 
arachidonyltrifluoromethyl ketone (AA- 
COF3), a selective inhibitor of cPLA2 (19), 
then stimulated with a 5-min pulse of PDGF, 
washed, and assayed for activation of MAPK 
1, 2. Treatment with the cPLA2 inhibitor did 
not inhibit acute stimulation, but MAPK 1, 2 
was not persistently activated (Fig. 2B). 
These results indicate that PKC may have a 
pivotal role in maintaining the feedback, be- 
cause the arachidonic acid produced by 
cPLA2 in conjunction with basal concentra- 
tions of diacylglycerol results in the stimula- 
tion of PKC at low Ca2+ (20). Hence, inhi- 
bition of PKC should block the persistent 
activation of MAPK 1, 2 and did so in com- 
putational experiments (Fig. 2C). In experi- 
ments, we used bisindolylmaleimide 1 
(BIM1), an inhibitor of the typical forms of 
PKC, to determine if it blocked the persistent 
activation of MAPK. BIM1 does not affect 
the initial activation of MAPK 1, 2, but the 
activated MAPK 1, 2 returns to basal state 
within 30 min (19). Similar results were ob- 
tained when the levels of PKC were de- 
creased by pretreatment with phorbol esters 
(19) (fig. Si). Thus, we observed a network 
of MAPK 1, 2, cPLA2, and PKC in NIH-3T3 
cells that behaves as a bistable system, i.e., 
moves between two stable states in a stimu- 
lus-dependent manner. 

We next analyzed the role of MKP or any 
other protein phosphatase in regulating this 
bistable behavior. Because dephosphoryl- 
ation of Raf and MEK by PP2A can also 
regulate bistability, we determined the ability 
of the network to exhibit bistable behavior at 
fixed varying concentrations of PP2A and 
MKP. At each paired concentration of phos- 
phatases, we used concentration-effect anal- 
ysis at steady state to obtain stable and meta- 
stable points (Figs. 1C and 3C). We obtained 
2200 such concentration-effect curves. If a 

single stable point was obtained, then the 
system existed in a monostable state. If two 
stable points and one metastable point were 
obtained, the system was in a bistable state. 
Figure 3A displays the results of these si- 
mulations in a perspective view in three di- 
mensions. The breaking-wave-like bistable 
region in the center represents the bistable 
region. The same data viewed from above in 
two dimensions are shown in Fig. 3B. The 
bistable behavior denoted by diamonds occu- 
pies a defined region of parameter space, i.e., 
at paired ratios of PP2A to MKP. From the 
simulation in Fig. 3B, it can be seen that 
increasing concentrations of MKP at fixed 
concentrations of PP2A decreases the bista- 
ble region and would move the system into a 
monostable regime. To ascertain that at ele- 
vated MKP levels the system exhibited 
monostable behavior, we analyzed the effect 
of varying concentrations of active MAPK on 
activated cPLA2 and vice versa. This compu- 
tation is identical to that shown in Fig. 1C 
except for the higher MKP concentration (12 
nM). There is a single intersection point at the 
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basal state of MAPK and cPLA2 when MKP 
levels are increased by about fivefold (Fig. 
3C). Because PP2A levels are very tightly 
controlled within the cell (21), we focused on 
MKP, which is induced by MAPK activation. 
Thus, with everything else in the system stay- 
ing the same, the elevation of MKP levels 
would move the system into a monostable 
regime. 

We tested the temporal effect of increas- 
ing MKP (concentrations and hence activity) 
on sustained MAPK activity (Fig. 3D). Here, 
a 5-min stimulatory pulse (e.g., PDGF stim- 
ulation) was applied and MAPK 1, 2 activity 
was followed for 90 min with different rates 
of MKP synthesis, thereby resulting in differ- 
ent amounts of steady-state MKP. At low 
concentrations of MKP, persistent activation 
is obtained, but at higher concentrations of 
MKP, upon withdrawal of the stimulus, the 
activated MAPK 1, 2 returns to the basal 
state. To provide an experimental frame of 
reference, we measured the amounts of MKP 
induced by MAPK activation. Treatment 
with PDGF results in a rapid increase in MKP 
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Fig. 2. Role of cPLA2 and PKC activity in sustained MAPK activation. (A) Simulated values of MAPK 
activity at various time points after stimulation with 50 ng/ml PDGF for 5 min, with (dashed line) 
or without (solid line) cPLA2 activity. The bar indicates the duration of stimulus, and the vertical 
dashed line corresponds to the first experimental time point as shown in (B). Simulated traces were 
independently scaled. (B) Effects of the cPLA2 inhibitor on MAPK activity in NIH-3T3 cells after 
stimulation with PDGF and with (0) or without (I) the cPLA2 inhibitor. Serum-starved cells were 
incubated with 10 !LM AACOF3 for 2 hours before stimulation with PDGF (50 ng/ml) for 5 min. The 
cells were washed with serum-free medium and reincubated for the times indicated. Proteins from 
soluble cell lysate were probed with antibody specific for dual-phosphorylated MAPK (Phospho- 
MAPK 2). (C) Simulated values of MAPK activity at various time points after stimulation with 50 
ng/ml PDGF for 5 min, with normal (dashed line) or 80% blocked (solid line) PKC activity. The bar 
indicates the stimulus, and the vertical dashed line corresponds to the first experimental time point 
as shown in (B). (D) MAPK activity in NIH-3T3 cells after stimulation with PDGF and with (0) or 
without (O) PKC inhibitor. Serum-starved cells were incubated with 10 pLM BIM1 for 30 min before 
stimulation with PDGF (50 ng/ml) for 5 min. The cells were washed with serum-free medium and 
reincubated for the times indicated. Proteins from soluble cell lysate were probed with antibody 
specific for dual-phosphorylated MAPK (Phospho-MAPK 2). 
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protein by about 30 min, and MKP stays 
elevated for over 2 hours (Fig. 3E). In cells 

containing threefold elevated levels of MKP 

(19), a 5-minute stimulation with PDGF in- 
creases activated MAPK 1, 2 briefly; removal 
of the stimulus results in a return to basal 
state within 30 min (Fig. 3F). To ascertain 
that this lack of prolonged activation was due 
to elevated MKP, we determined that trans- 
fection with MKP1 produced a similar effect 

(19) (fig. S2). Thus, it appears that elevation 
of MKP can push the MAPK 1, 2 system into 
a monostable regime in NIH-3T3 fibroblasts. 

We next analyzed how the bistable and 
monostable MAPK 1, 2 system would re- 

spond to varying concentrations of PDGF. 

Computational analysis showed that when 
the system was capable of bistable behav- 
ior, a sharp threshold was observed when 
the effect of varying concentrations of 
PDGF on sustained activation of MAPK 
was measured (Fig. 4A). We determined if 
this could be observed in NIH-3T3 cells. 
We treated cells with varying concentra- 
tions of PDGF for 5 min. Cells were 
washed and incubated for 30 min and the 
activation state of MAPK 1, 2 was mea- 
sured. A sharp transition between 5 and 10 

ng/ml PDGF was observed (Fig. 4B). Thus, 
the bistable response works in a switchlike 

manner. When the amount of MKP is in- 

creased, the sustained switching response 
does not occur and the computational anal- 

ysis shows an acute MAPK 1, 2 response 
that is proportional over at least a 10-fold 
concentration range of added growth factor 

(Fig. 4C). Thus, at high MKP concentra- 
tions the system behaves as a proportional- 
response system. To investigate whether 
this could be observed in the NIH-3T3 

cells, we stimulated NIH-3T3 cells with 
PDGF for 5 min to increase MKP concen- 
trations. The cells were washed, incubated 
for 60 min, and restimulated with varying 
concentrations of PDGF for 5 min, and the 

Fig. 3. Role of MAPK 
phosphatase in regulat- 
ing the bistable behav- 
ior. (A) Three-dimen- 
sional plot of the bista- 
ble behavior of MAPK/ 
cPLA2/PKC network as a 
function of regulation 
by PP2A and MKP. MKP 
feedback activation is 
disabled, and only 
steady-state MKP is ap- 
plied at the plotted lev- 
els. The vertical axis 
measures feedback loop 
activity as MAPK activi- 
ty. The upper region 
represents a state of 
high activity, and the 
lower plane one of low 
activity. In the interme- 
diate "breaking wave" 
region, the curves fold 
around from the upper 
to the lower state, and 
thus this comprises a 
bistable region where 
both states can exist. 
The white curve repre- 
sents the system re- 
sponse at varying levels 
of MKP at the reference 
level of 0.225 JiM PP2A. 
The white arrow indi- 
cates the trajectory of 
system upon PDGF 
stimulation and eleva- 
tion to a state of high 
activity. The cyan ar- 
row indicates the tra- 
jectory as MKP-1 
builds up, and eventu- 
ally turns off the 
feedback-loop activity. 

B 
0.6- 

0.2 

U. 

C 70 -o- Activated MAPK 
' 60 -*- cPLA2 response 

50- (AA produced) / 50 - 

<<40 

: _ 30 - 

20 

10 A 

0.01 1 100 
Simulated activated MAPK (nM) 

E 

.5 

> 
_ I 

2 S 0 

- / 0 30 90 120 150 180 
s: I ---fE H0 WOW 

I Io ibo 0 50 100 
Time (min) 

150 2i 
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(diamonds) behavior of the feedback system. This is equivalent to looking at 
plot B from above. There is a large range of combinations of PP2A and MKP 
activities over which bistability will occur. (C) Concentration-effect curves 
for steady-state MAPK activation by PLA2 (0), and PLA2 activation by MAPK 
(A), plotted on the same axes. cPLA2 activity is measured in terms of 
concentrations of AA, its product. MKP activity in these simulations is fixed 
at the induced levels of 12 nM total MKP (about five times basal level). The 
intersection point (arrow) defines the one low-activity stable point of the 
system. (D) Sustained MAPK activity is dependent on the rates of MKP 
synthesis and the resultant steady-state MKP levels. In this simulation a 
5-min activation with PDGF is followed with varying rates of MKP synthesis. 
MAPK activity is plotted as a function of time as MKP is being 
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synthesized. (E) MKP levels following PDGF stimulus in NIH-3T3 cells. 
Serum-starved cells were stimulated with PDGF (50 ng/ml) for 5 min, 
washed, and reincubated in serum-free medium for the times indicated. 
Proteins from soluble cell lysate were probed with antibody for MKP. (F) 
Effect of MKP levels on sustained activation of MAPK. Serum-starved 
NIH-3T3 cells were stimulated with PDGF (50 ng/ml) for 5 min (0) or 
vehicle (,), washed, and reincubated for 60 mins in serum-free medium. 
The cells were restimulated with PDGF (50 ng/ml) for 5 min, washed, and 
reincubated in serum-free medium for the times indicated. Proteins from 
soluble cell lysate were probed with antibody specific for dual-phospho- 
rylated MAPK (Phospho-MAPK2). (Inset) Lysate probed for MKP, showing 
that levels of MKP are higher in the cells after the prepulse of PDGF 
followed by incubation for 60 min. 
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activity state of MAPK was determined. 
Increasing concentrations of PDGF gave 
correspondingly increasing amounts of 
MAPK 1, 2 activity from 0.5 to 10 ng/ml of 
PDGF (Fig. 4D). Thus, at elevated concen- 
trations of MKP, the MAPK network is 
monostable and behaves only as a propor- 
tional-response system. MKP does not ap- 
pear to have a role in the acute deactivation 
of MAPK (22) (Figs. 2 and 3). Knockout of 
MKP1 also does not yield an acute pheno- 
type (23). The acute deactivation is likely 
to be controlled by PP2A dephosphoryl- 
ating Raf and MEK and by other phospha- 
tases working at the level of MAPK 1, 2. 
Thus, the role of the increased MKP ex- 
pression appears to be to determine the 
system response capabilities to subsequent 
stimuli as shown below. 

One of the functions of signaling net- 
works is to confer adaptability to cellular 
responses. We examined whether a previ- 
ous stimulus-and-response history could in- 
fluence subsequent responses of the system 
to a new stimulus. To analyze this compu- 
tationally, we stimulated the network with 
varying concentrations of PDGF for 5 min; 
the stimulus was then removed, and after 
60 min, a saturating stimulus of 50 ng/ml 
PDGF was delivered for 5 min followed by 
removal of the stimulus. MAPK activity 
was followed as a function of time (Fig. 
5A). This dual stimulus protocol illustrates 
the effects of prior history of stimulation on 
later responses to stimuli. Computationally, 
we found that the final sustained MAPK 
activity depends on the concentration of the 
PDGF prepulse. Only concentrations of 
PDGF that were initially below the thresh- 
old elicited a switchlike response to the 
second stimulus (Fig. 5B). The observed 
response shows a sharp threshold with the 
same half-maximum as for turn-on of the 
MAPK bistable state, but with the opposite 
slope. We experimentally measured MAPK 
activity at the final time point, 30 min after 
the second stimulus (Fig. 5C) (19). Cells 
that were initially stimulated with concen- 
trations of PDGF that are above the thresh- 
old, to elicit a prolonged MAPK response 
and therefore an increase in MKP, are no 
longer able to sustain a prolonged MAPK 
response upon restimulation with a supra- 
threshold stimulus. Thus, it appears that the 
network adapts to a stimulus such that if the 
stimulus is greater than the threshold and 
elicits a switchlike response, a subsequent 
suprathreshold stimulus does not elicit a 
second switchlike response. Conversely, if 
the initial stimulus is below threshold and 
does not elicit a sustained response, a sub- 
sequent suprathreshold stimulus is now ca- 
pable of eliciting a switchlike response. 
This flexibility of the network confers upon 
it the ability to respond to a series of stim- 
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Fig. 4. Effects of varying concentrations of PDGF on MAPK activity at low and high MKP levels. (A) 
Simulation of MAPK response to varying concentrations of PDGF at basal MKP levels. (Inset) 
Enlargement of the same curve from 0 to 10 ng/ml. (B) PDGF concentration-effect curve in 
NIH-3T3 cells. Serum-starved NIH-3T3 cells were stimulated with various concentrations of PDGF 
for 5 min, washed, and reincubated for 30 min in serum-free medium. Proteins from soluble cell 
lysate were probed with antibody specific for dual-phosphorylated MAPK (Phospho-MAPK 2). 
(Inset) Enlargement of the curve from 0 to 10 ng/ml PDGF. The threshold is within experimental 
accuracy given the conversion 1 ng/ml = 30 pM PDGF. (C) Simulation of MAPK response to varying 
concentrations of PDGF at elevated MKP levels (0.01 ,JM, about four to five times basal). (D) Effects 
of varying concentrations of PDGF on MAPK activity in NIH-3T3 cells at high MKP levels. 
Serum-starved NIH-3T3 cells were stimulated with 50 ng/ml PDGF for 5 min, washed, and 
reincubated for 60 min in serum-free medium. The cells were then restimulated with various 
concentrations of PDGF for 5 min. Proteins from soluble cell lysate were probed with antibody 
specific for dual-phosphorylated MAPK (Phospho-MAPK 2). (Inset) Enlargement of the concentra- 
tion-effect curve from 0 to 10 ng/ml PDGF. 

uli in different ways depending upon the 
prior history of stimulus. 

Our integrated computational and exper- 
imental analyses show that the MAPK sys- 
tem in some mammalian cells is flexibly 
designed such that it can move between 
bistable and monostable regimes in a self- 
regulated manner because activation of 
MAPK increases the amounts of MKP both 
by de novo synthesis and by direct phos- 
phorylation to block degradation. Such 
self-regulated flexibility is likely to be an 
important characteristic of biological de- 
vices, necessary for biological systems to 
adapt and survive. The MAPK 1, 2 pathway 
is capable of regulating multiple cellular 
machines, including the transcriptional ma- 
chinery, to stimulate the expression of cy- 
clins that trigger entry into the cell cycle 
and the synthesis of arachidonic acid, a 
precursor for many autocrine and paracrine 
factors. It would not be advantageous to the 
cell if, every time an autocrine or paracrine 
factor needed to be synthesized, the cell 
were pushed into the cell cycle. Because 
sustained MAPK activity is required to re- 
enter the cell cycle (24), it is possible that 

increased MKP concentrations allow the 
MAPK network to respond to external 
stimulation to control the biochemical ma- 
chinery without engaging the cell-cycle 
machinery. 

It is paradoxical that although the bistable 
behavior is a systems property as a whole, 
MKP appears to be the locus of flexibility. 
Thus, MKP can be thought to have distinct 
properties at two levels: At the molecular 
level, MKP is a dual-specificity phosphatase; 
at the systems level, MKP functions as the 
locus of flexibility that determines whether or 
not the system exhibits bistable behavior. 
This is the second phosphatase that we have 
found to play a determinant role in systems 
behavior. In the adenosine 3,5-monophos- 
phate-a-calcium-calmodulin-dependent ki- 
nase II (cAMP-CAM-kinase II) network, pro- 
tein phosphatase-1 gates signal flow through 
the CAM-kinase II pathway during the induc- 
tion of long-term potentiation of synaptic 
responses (25). Perhaps other negative regu- 
lators of signaling such as phosphatases, 
phosphodiesterases, and GTPase-activating 
proteins also endow signal networks with 
unique systems capabilities. 
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Fig. 5. History-dependent responses of the MAPK system. A varying concentration of PDGF was 
delivered for 5 min, followed by a wash and reincubation. After 60 min a second stimulation was 
delivered at 50 ng/ml, which is normally saturating to elicit prolonged MAPK activation. (A) Compu- 
tational traces show range of response time-courses. Initial and second stimulation durations are 
indicated by horizontal bars. Concentrations of PDGF during the initial stimulation are 20 pM (0.67 
ng/ml), 100 pM (3.33 ng/ml), 200 pM (6.67 ng/ml), 500 pM (16.67 ng/ml), 1 nM (33.33 ng/ml), and 100 
nM (333.33 ng/ml). (B) Computationally derived MAPK activities at the final time point, 100 min after 
start. (C) Effects of pretreatment of NIH-3T3 cells with varying concentrations of PDGF on subsequent 
stimulation by a saturating concentration. Serum-starved NIH-3T3 cells were stimulated with various 
concentrations of PDGF as indicated for 5 min, washed, and reincubated for 60 min in serum-free 
medium. The cells were then restimulated with 50 ng/ml PDGF for 5 min, washed, and incubated for 
30 min. Proteins from soluble cell lysate were probed with antibody specific for dual-phosphorylated 
MAPK (Phospho-MAPK 2). 
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Current experimental techniques allow 
us to observe the predicted systems behav- 
ior only in a qualitative manner. To deter- 
mine quantitative accuracy of our models, 
techniques that quantitatively and selec- 

tively measure biochemical reactions with- 
in the cell must be developed. Neverthe- 

less, this first glimpse into the systems 
capabilities of a well-understood and widely 
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mine quantitative accuracy of our models, 
techniques that quantitatively and selec- 

tively measure biochemical reactions with- 
in the cell must be developed. Neverthe- 

less, this first glimpse into the systems 
capabilities of a well-understood and widely 

used cell signaling system allows us to start 

unraveling the underlying complexity in na- 
ture's design of this controller network. 
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Estlp As a Cell Cycle-Regulated 
Activator of Telomere-Bound 

Telomerase 

Andrew K. P. Taggart, Shu-Chun Teng,* Virginia A. Zakiant 

In Saccharomyces cerevisiae, the telomerase components Est2p, TLC1 RNA, 
Estlp, and Est3p are thought to form a complex that acts late during chro- 
mosome replication (S phase) upon recruitment by Cdcl3p, a telomeric DNA 
binding protein. Consistent with this model, we show that Estlp, Est2p, and 
Cdcl3p are telomere-associated at this time. However, Est2p, but not Estlp, 
also binds telomeres before late S phase. The cdc13-2 allele has been proposed 
to be defective in recruitment, yet Estl p and Est2p telomere association persists 
in cdc 13-2 cells. These findings suggest a model in which Estlp binds telomeres 
late in S phase and interacts with Cdcl3p to convert inactive, telomere-bound 
Est2p to an active form. 
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