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directional bias in the diffusion analysis is 
inconsequential. 

Figure 5 displays a series of unequally 
timed images of 48.5-kbp DNA, the largest of 
this study. The equilibrium radius of gyration 
and contour length are 0.73 and 22 Ijm, 
respectively (20). Fully stretched, this mole- 
cule would span more than 20 cavities, seem- 
ingly enough to define a reptation tube. In- 
deed, some aspects of reptation are noted in 
this molecule's motion. Nevertheless, as in- 
dicated in Movie S2 (SOM), most aspects of 
the motion differ markedly from classic rep- 
tation. With a fluctuating number of cavities 
occupied, motion is more akin to the bunch- 
ing and stretching of an inchworm. In con- 
trast to the smaller DNA molecules, diffusion 
can no longer be interpreted in terms of dis- 
crete cavity-to-cavity jumps. Although local- 
ization to a single cavity still occurs, the 
dominant configuration is occupation of two 
adjacent cavities. Figure 5 shows a variety of 
three- and four-cavity configurations that are 
both bent and straight. Interestingly, linear 
molecules spanning three or four cavities 
rarely form new configurations through "her- 
nias" that spill out laterally from central cav- 
ities. Instead, the molecules dominantly alter 
configuration by expanding or contracting 
from the cavities that appear to host end 
segments. The persistence length of DNA is 
about 50 nm, so hernias would be expected to 
form readily in the interconnecting holes 
(25). We tentatively ascribe the dynamics for 
this largest DNA to the beginnings of a cross- 
over from entropic barriers transport to 
reptation. 

Macromolecular diffusion in con- 
strained environments has important tech- 
nological and scientific ramifications. Most 
macromolecular separation techniques rely 
on the selective penetration and/or diffu- 
sion of macromolecules within gels and 
other media of ill-defined pore structure. In 
this context, switching from disordered to 
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patterned media promises to improve both 
speed and resolution (26-29). Success as a 
separation medium hinges on the proper 
choice of pattern chemistry, feature size, 
dielectric mismatch, and surface charge. 
Weighed against its most prominent com- 
petitor, lithography, one can identify sev- 
eral advantages for colloidal templating- 
broad choice of pattern chemistry, reduced 
dielectric mismatch, and straightforward 
elimination of surface charge. On the other 
hand, the number of pattern geometries 
possible through colloidal templating re- 
mains limited (30). 
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Formation of Immiscible Alloy 
Powders with Egg-Type 

Microstructure 

C. P. Wang, X. J. Liu, 1. Ohnuma, R. Kainuma,* K. Ishida 

The egg-type core microstructure where one alloy encases another has pre- 
viously been obtained during experiments in space. Working with copper-iron 
base alloys prepared by conventional gas atomization, we were able to obtain 
this microstructure under gravity conditions. The minor liquid phase always 
formed the core of the egg, and it sometimes also formed a shell layer. The 
origin of the formation of this core microstructure can be explained by Ma- 
rangoni motion on the basis of the temperature dependence of the interfacial 
energy, which shows that this type of powder can be formed even if the cooling 
rate is very high. 
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Alloys immiscible in the liquid-phase region 
are characterized by a layer structure similar 
to that of the observed separation between oil 

104.5s 112.5s 158.5s 159s and water, and thus they have been consid- 
ered to be of no use for technical applications 
(1). Much effort has thus been made to obtain 
a finely dispersed distribution of both liquid 
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phases (2-5). One of the most interesting 
trials was an experiment in space under mi- 
crogravity conditions (3, 4). For Al-In alloys, 
instead of a uniformly dispersed structure, an 
unexpected core microstructure was observed 
consisting of two layers with the Al-rich 
phase at the core of the sample (3). This fact 
suggests that it is difficult to obtain a finely 
dispersed microstructure, even without the 
influence of gravity. 

In the present study, hypermonotectic Cu- 
Fe base alloys, in which the difference of 
density (PFe = 6.7 g/cm3 and pcu = 7.5 
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g/cm3 at 1800 K) between immiscible liquid 
phases is relatively small in comparison with 
that in the Al-In system, were investigated. 
Two samples of powder with the composition 
of Cu-31.4Fe-3Si-0.6C (weight %) and Cu- 
51.4Fe-3Si-0.6C (weight %) were prepared, 
where the alloy compositions were designed 
to fall into the stable miscibility gap in the 
liquid state. The vertical section (Fe-3 weight 
% Si)-(Cu-3 weight % Si) of the phase dia- 
gram calculated with the thermodynamic pa- 
rameters assessed by Wang and others (6), 
where the effect of carbon is neglected, is 
shown in Fig. 1. The volume fractions of the 
two liquid phases for Cu-31.4Fe-3Si (weight 
%) and Cu-51.4Fe-3Si (weight %) alloys are 
also shown in Fig. 1, B and C, respectively. 
The volume fractions of minor and major 
liquid phases are -40 and 60%, respectively, 
for both alloys. These alloys were melted by 
high-frequency induction. Powders of 30 to 
250 ,Im in diameter were obtained with con- 
ventional nitrogen gas atomization under an 
argon atmosphere, where the temperature of 
the melt before atomization was -1800 to 
2130 K and the gas pressure for atomizing 
was -1.5 to 5 MPa. The cooling rate was 103 
to 104 ?C/s, depending on the size of the 
powder. 

A typical cross-section microstructure of 
the Cu-rich [Cu-31.4Fe-3Si-0.6C (weight %)] 
atomized powder is shown in Fig. 2A. More 
than 70% of the powder shows a two-layer 
core microstructure composed of an Fe core 
and Cu periphery, which is similar to that 
observed in the Al-In alloys space experi- 
ments (3). The Fe core is located almost at the 
center of the sample. The rest of the powder 
exhibited a multicore structure, as shown in 
Fig. 2B. In the present study, we observed a 
reversal of the core and periphery phases. A 
typical microstructure of the Fe-rich [Cu- 
51.4Fe-3Si-0.6C (weight %)] powder with a 
diameter of less than -50 pm is shown in 
Fig. 2C. The powder has a triple-layer core 
structure mainly consisting of a Cu core, an 
Fe periphery, and a thin Cu surface layer. 
From the examination of many alloys, it can 
be concluded that the minor volume phase 
always occupies the core part; that is, the Fe 
and Cu core structures are observed in the 
Cu- and Fe-rich alloys, respectively. This 
means that the minor phase droplets that ap- 
pear in the major liquid phase during cooling 
must have rapidly assembled at the center of 
the powder against the temperature gradient 
illustrated in Fig. 2D. The existence of a 
multicore structure, as shown in Fig. 2B, 
where unification of the Fe droplets occurs 
near the center of the powder, supports this 
conclusion. 

Young and others (7) and Ratke and oth- 
ers (5, 8) reported that when there is an 
interfacial tension gradient between a spher- 
ical droplet and a liquid matrix, the droplets 

move toward the region with lower interfacial 
energy because of Marangoni motion (9). 
Because the viscous resistance from the ma- 
trix is in proportion to its velocity, the droplet 
attains uniform motion. The velocity of the 
droplet in such a steady state is given by 

-2r Oa aT 
Vm 3(31d + 2,m) aT' (1) 

where r is the radius of the droplet; Pd and 
JmL are the viscosities of the droplet and 
matrix liquid phases, respectively; r is the 
interfacial energy; and x is the distance (7, 
8). 

Therefore, interfacial energy between the 
two liquid phases must play a key role in the 
formation of the core microstructure. The inter- 
facial energy between the two liquid phases in 
the A-B binary system is approximately propor- 
tional to the square of the concentration differ- 
ence between them (2, 10, 11) 

N*z* 
oL1/L2 

# L . (CL 2 - C A)2 
NoZ AB B- B 

(2) 
where NO is Avogadro's number, N* is the 
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number of front atoms per unit area of the 
interface, z is the coordination number, z* 
is the number of cross bonds per front 
atom, LAB is the interaction energy between 
A and B atoms, and (CL, - Ccu) corre- 
sponds to the miscibility gap in the liquid 
phase. Simplifying the discussion, the in- 
terfacial energy between the Cu- and Fe- 
rich liquid phases is evaluated with the 
metastable miscibility gap in the Cu-Fe 
binary system. The values of LFeCu and 
(Cc - Cc) are taken from the thermody- 
namic assessment (12), as shown in Fig. 
3A. With the assumptions that z = 12, z* = 
3, and N* = 1.7 X 10-9 m-2 (11), the 
interfacial energy (Cu/Fe can be estimated 
as shown in Fig. 3B. The interfacial energy 
increases considerably with decreasing 
temperature because of the large tempera- 
ture dependence of (Cc2 - Ccu). This 
suggests that if there is a temperature gra- 
dient in the droplet, as illustrated in Fig. 
2D, an interfacial tension gradient should 
also exist. 

In estimating the contribution of the inter- 
facial energy gradient driving the droplet, it 
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may be useful to examine the gravity effect 
described by Stokes equation (8) 

2gApr2 Rd + Pm 
?P~rn 3IJ~ei ? 2jJ (3) *s 3 Am 3 RJd + 2 ()m 

where g (= 9.8 m/s2) is the gravity coeffi- 
cient and Ap (< Pu - PFe = 0.8 g/cm3 at 
1800 K) is the difference of density between 
the droplet and matrix phases. For example, 
with an Fe droplet of r = 5 pim existing in 
liquid Cu with temperature gradient aT/ax = 
1000 K/mm at T = 1550 K, vm is -55 mm/s. 
This is - 1.8 x 104 times the value of vs (= 
3.0 x 10-6 m/s) because of the gravity 
(buoyancy) effect, where aur/T was evaluat- 
ed by using the relation shown in Fig. 3B and 

A 

the values of Rd and Pm were estimated from 
the method developed by Seetharaman and 
Sichen (13). This was confirmed by a similar 
calculation in the AI-In system. In the Al-In 
system, where there is a large difference of 
density between immiscible liquid phases, vm 
at 973 K is still -104 times as fast as vs. 
These results suggest that it is Marangoni 
motion that causes the droplets to rapidly 
migrate to the center possessing the highest 
temperature. Thus, the core microstructure is 
formed during cooling, not only under micro- 
gravity conditions, but also under normal 
gravity conditions on Earth. 

The reason why the Fe-rich powders show 
the triple-layer core structure consisting of 
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Fig. 2. (A and B) Microstructure of the Cu-31.4Fe-3Si-0.6C (weight %) alloy powders. (C) 
Microstructure of the Cu-51.4Fe-3Si-0.6C (weight %) alloy powder. (D) Schematic illustration 
demonstrating the microstructural evolution in the powder. 

mainly Cu core, Fe periphery, and a thin Cu 
surface layer, as shown in Fig. 2C, is not clear 
at present. However, the free-surface segre- 
gation of liquid Cu, with its surface energy 
lower than that of liquid Fe, and the rotation 
of the drops induced by the extremely rapid 
gas blow in the atomization process are prob- 
ably connected to the formation of this thin 
Cu surface layer. 

Because of technological interests and 
applications for egg-type powders, two ex- 
amples of potential use are discussed. Pow- 
der compacts with Fe-Cu and Fe-Cu-C 
bases are widely used for automotive, elec- 
tric, and industrial machinery, and they are 
fabricated by liquid-phase sintering of mix- 
tures of Fe, C (graphite), and Cu powders, 
but there are problems with dimensional 
variations caused by the swelling of the C 
(graphite) and Cu powders (14). Thus, the 
development of a segregation-free Fe pow- 
der is expected to improve dimensional 
accuracy. 

A second example is the development of 
a solder ball for modem electronics pack- 
aging technology. A solder ball is mainly 
used for the input/output terminal of the 
ball grid array (BGA) package. Compared 
to more conventional packages, the BGA 
package has the advantage of having higher 
input/output terminal density, a smaller 
footprint, and higher reliability (15). Re- 
cently, Cu core solders plated with a Pb-Sn 
eutectic alloy for BGA joints have been 
developed and used (16), where the Cu 
core solder ball shows both higher strength 
and high electronic conductivity in the core 
and a low melting point in the periphery. 
We show a promising BGA ball consisting 
of a core with a Cu base and a Pb-free low 
melting solder periphery. A powder of 
24Cu-16Sn-60Bi (weight %) was prepared, 
in which a stable liquid miscibility gap 
appeared as predicted by the thermodynam- 
ic database for micro-solder alloys (17). 
The microstructure of this alloy powder is 

Fig. 3. (A) Fe-Cu exper- 
imental phase diagram 
with the metastable 
phase equilibrium be- 
tween the Cu- and Fe- 
rich liquid phases in the 
Fe-Cu binary system 
obtained by thermody- 
namic calculation. (B) 
Interfacial energy and 
its differential between 
two liquid phases of the 
50Cu-50Fe (weight %) 
alloy obtained by Eq. 1. 
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(Sn,Bi)-rich 

Fig. 4. Microstructure of the 24Cu-16Sn-60Bi 
(weight %) alloy powder. 

shown in Fig. 4, indicating the egg-type 
structure of Cu-Sn-rich core with a Sn-Bi- 
rich periphery. The commercial size of a 
Cu core ball plated with Pb-Sn eutectic 
solder is -700 pLm, but a size of <100 pjm 
is required for the chip-scale package, 
which is very difficult to produce by the 
conventional plating method. As shown in 
Fig. 4, the size of egg-type powder is -80 
p.m. 

The egg-type powder can be obtained in 
many alloy systems that possess a liquid mis- 
cibility gap. This simplified fabrication meth- 
od may open up new applications for these 
alloy materials. 
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The absorption of solar energy by molecules 
in the Earth's atmosphere and the subsequent 
energy transfer processes are of enormous 
importance in understanding global climatol- 
ogy. Despite the immense amount of experi- 
mental and theoretical work incorporated into 
atmospheric models, as much as 30% of solar 
radiant flux is not accounted for (1-4). Water 
is the dominant absorber in the Earth's atmo- 
sphere and plays a central role in climate 
evolution. However, this role is complicated 
and difficult to quantify, and there is substan- 
tial controversy over how well water absorp- 
tion is modeled (5-8). Much of the contro- 
versy arises from the near-infrared (near-IR), 
visible, and near-ultraviolet (near-UV) por- 
tions of the spectrum, where water exhibits 
large numbers of weak spectroscopic transi- 
tions. These features occur at the peak of the 
solar spectrum and contribute a significant 
fraction of the total solar energy deposited in 
the atmosphere (9). Because the small inten- 
sities of the individual absorptions are diffi- 
cult to measure accurately, theoretical calcu- 
lations of water absorption profiles in these 
spectral regions can improve atmospheric 
models. However, the accuracy of these cal- 
culations must be independently confirmed 
for this approach to gain widespread accep- 
tance. A number of other fields would also 
benefit from a better understanding of the 
water absorption spectrum, including the 
study of sunspots (10), cool star evolution 
(11), and rocket exhausts (12), as well as 
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other disciplines in which water occurs in 
extreme environments. 

The absorption spectrum of water, from 
the far-IR to the near-UV, is controlled by its 
electric dipole moment and the changes of 
this moment with vibrational motions. Mo- 
lecular vibrations are specified by the poten- 
tial energy surface (PES), which provides the 
total energy as an analytic function of internal 
coordinates used to describe molecular geom- 
etries. Similarly, the first moment of the 
charge distribution is given by the dipole 
moment surface (DMS). High-quality poten- 
tial and dipole surfaces are both needed for 
the calculation of spectral intensities. Tech- 
niques for combining ab initio computations 
and experimental spectra to produce potential 
energy surfaces are well developed, and ac- 
curate potentials exist for water (13, 14), 
including those that go beyond the Born- 
Oppenheimer approximation (15). 

The situation is less advanced for dipole 
moment surfaces. Ab initio calculations of 
dipole moments converge differently from 
those of energies and hence do not obey the 
variational principle. Thus, calculations that 
give comparable energies can produce quite 
different moments (16-18). Even when high- 
quality dipole moment calculations exist for a 
broad range of configurations, the choice of 
how to best parameterize the DMS is not 
trivial (19). Empirical DMSs rely on absolute 
spectroscopic intensity measurements, which 
are notoriously difficult to carry out with high 
accuracy. Moreover, it is surprisingly diffi- 
cult to prepare simulated atmospheric sam- 
ples containing accurately known densities of 
water (20). Even if one could measure accu- 
rate intensities, it is difficult to determine an 
accurate DMS from intensity measurements 
alone, as the inversion process would require 
an extremely accurate PES (21). Better mod- 
eling of the water absorption spectra, partic- 
ularly the weak transitions in the visible and 
UV regions, requires new sources of accurate 
dipole moment data that can test and refine 
both ab initio and empirical DMSs. Perma- 
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The intensity of water absorption in the region of the solar spectrum plays a 
dominant role in atmospheric energy balance and hence strongly influences 
climate. Significant controversy exists over how to model this absorption 
accurately. We report dipole moment measurements of highly vibrationally 
excited water, which provide stringent tests of intensities determined by other 
means. Our measurements and accompanying calculations suggest that the 
best currently available potential and dipole surfaces do not accurately model 
intensities in the optical spectrum of water. 
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