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lation and accumulation of cytoplasmic p-cate- 
nin. Our findings that 1-catenin signaling can 
regulate the decisions of neural precursors to 
re-enter or exit the cell cycle lend support to the 

possibility that p-catenin signaling may mediate 
the loss of growth control when adherens junc- 
tions are disrupted. 

It has been hypothesized that mutations in 
regulatory genes that control the decision of 
neural precursors to divide or differentiate can 
underlie the expansion of the precursor popula- 
tion without changing the thickness of the cortex 
(5, 11). Here, we find that P-catenin activation 
can regulate the size of the neural precursor pool 
by influencing the decision to divide or differ- 
entiate, without increasing cell cycle rate, de- 
creasing cell death, or grossly altering neuronal 
differentiation. Larger brains can be generated 
in different ways as well. For example, reduc- 
tion of programmed cell death by targeted mu- 
tation of Caspase 9 causes severe brain malfor- 
mations characterized by cerebral enlargement, 
ectopic growth, and thickening of the ventricular 
zone (36, 37). In contrast, mice with targeted 
deletions of the cell cycle regulator p27kiPl have 
increased body size and uniformly enlarged 
brains with virtually no anatomic abnormalities 
other than increased cell number and cell den- 

sity (38-40). Notably, cortical surface area was 
not disproportionately increased (38). In con- 
trast, our findings suggest that subtle changes in 
the expansion or maintenance of the neural pre- 
cursor population result in horizontal expansion 
of the surface area of the developing cerebral 
cortex without increases in cortical thickness 
(41). Further understanding of how the decision 
to divide or differentiate is regulated by 3-cate- 
nin will lend valuable insight into the mecha- 
nisms that underlie the disproportionate 
growth of the cerebral cortex in higher 
mammals. 
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Nonresonant manipulation of nuclear spins can probe large volumes of sample 
situated in inhomogeneous fields outside a magnet, a geometry suitable for 
mobile sensors for the inspection of roads, buildings, and geological formations. 
However, the interference by Earth's magnetic field causes rapid decay of the 

signal within a few milliseconds for protons and is detrimental to this method. 
Here we describe a technique to suppress the effects of Earth's field by using 
adiabatic rotations and sudden switching of the applied fields. We observed 
hundreds of spin echo signals lasting for more than 600 milliseconds and 

accurately measured the relaxation times of a liquid sample. 

Conventional nuclear magnetic resonance radio frequency (rf) pulses at the spin Larmor 
(NMR) experiments are almost always car- frequency o = yB, where y is the gyromag- 
ried out by manipulating nuclear spins using netic ratio and B is the magnitude of the 
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magnetic field. Such resonant NMR experi- 
ments allow the imaging of spins in materials 
and the characterization of spin interactions, 
enabling applications extending to materials 
such as soft condensed matter (1), plants (2), 
food products (3), cement and concrete (4), 
and geological materials (5, 6). The field 
applications are the motivation for several 
recent developments in ex situ NMR (7-10), 
where a mobile NMR detector is used to 
examine the sample outside the NMR mag- 
net. However, as a result of the geometry of 
such mobile tools, the applied magnetic fields 
exhibit large inhomogeneities, and all reso- 
nant techniques will result in small sensitive 
volumes where the resonance condition is 
satisfied. Composite (11) and adiabatic (12) 
pulses may be used to expand the excitation 
bandwidth to a limited extent at the expense 
of higher irradiation power. 

Alternatively, spins can be manipulated 

magnetic field. Such resonant NMR experi- 
ments allow the imaging of spins in materials 
and the characterization of spin interactions, 
enabling applications extending to materials 
such as soft condensed matter (1), plants (2), 
food products (3), cement and concrete (4), 
and geological materials (5, 6). The field 
applications are the motivation for several 
recent developments in ex situ NMR (7-10), 
where a mobile NMR detector is used to 
examine the sample outside the NMR mag- 
net. However, as a result of the geometry of 
such mobile tools, the applied magnetic fields 
exhibit large inhomogeneities, and all reso- 
nant techniques will result in small sensitive 
volumes where the resonance condition is 
satisfied. Composite (11) and adiabatic (12) 
pulses may be used to expand the excitation 
bandwidth to a limited extent at the expense 
of higher irradiation power. 

Alternatively, spins can be manipulated 

www.sciencemag.org SCIENCE VOL 297 19 JULY 2002 www.sciencemag.org SCIENCE VOL 297 19 JULY 2002 369 369 

4 ; _; Y } u c~~~~~~~~~~~~~T-TT 4 ; _; Y } u c~~~~~~~~~~~~~T-TT 



REPORTS 

by suddenly switching the direction of the 
magnetic field (13, 14), and the formation of 
echoes has been demonstrated (15) using sud- 
den field reversal. These nonresonant tech- 
niques can greatly expand the detection vol- 
ume, because they excite nuclear magnetiza- 
tion with an efficiency independent of the 
Larmor frequency. However, background 
fields such as Earth's field, which are diffi- 
cult to shield in ex situ applications, lead to 
an imperfect field inversion. The presence of 
inhomogeneous applied fields results in a 
rapid echo decay with a time constant on the 
order of a few Larmor periods of the back- 
ground field (that is, milliseconds for protons 
in the presence of Earth's field). 

We demonstrate here a technique that 
overcomes the detrimental effects of the 
background fields and can produce hundreds 
of echoes by maintaining the spin coherence 
for time periods up to seconds, limited by the 
intrinsic relaxation time. The essence of our 
approach is the use of combined sudden 
switching and adiabatic rotations (CSAR) of 
the applied fields (16). To demonstrate the 
basic principle of CSAR, we used the exper- 
imental setup shown in Fig. 1 with two sets of 
coils (labeled A and B) that can be indepen- 
dently energized and can produce magnetic 
fields of modest homogeneity (25%) that are 
mostly orthogonal to each other within the 

Schlumberger-Doll Research, 36 Old Quarry Road, 
Ridgefield, CT 06877, USA. 
*To whom correspondence should be addressed. E- 
mail: brill2@slb.com 

sample volume. Induced oscillating magneti- 
zation is detected with a third set of detection 
coils, orthogonal to the other two coils to 
minimize mutual inductance. 

Although the basic nonresonant sequence 
in Fig. 1B can generate multiple echoes (Fig. 
1C), the amplitudes decay rapidly (within 7 
ms) for our setup with water protons. In 
contrast, the early echo signals from a CSAR 
sequence (Fig. 1, D and E) demonstrate that 
CSAR sequences can overcome the enhanced 
echo decay caused by Earth's field. 

Both sequences begin with an initial seg- 
ment where the field B^ is applied to polarize 
the nuclear spins. This field is then abruptly 
turned off, and immediately the field BB, 
mainly orthogonal to BA, is turned on, also 
nonadiabatically (13, 17-19). This segment 
may be likened to the preparatory 90? pulse 
in conventional NMR but is effective for a 
much broader range of fields. Next, we ana- 
lyze the rapid echo decay of the sequence in 
Fig. 1B caused by the effects of background 
fields. During the free precession period that 
follows the 90? pulse (Fig. 1B), spins at 
position r acquire a phase 4(r)) yt[BB(r) + 
Becosa(r)] where a(?) is the angle between 
BB(r) and the background field B,, assumed 
to be much smaller than BB. A reversal of BB 
after a time t (Fig. 1B) will cancel the BB() 
contribution to () at the nominal echo time 2t 
but will leave a residual phase (8()) of 2yBet- 
coso. Inhomogeneity in BB and the resulting 
spatial distribution of ax lead to a nonzero 
second moment of the residual phase and thus 
to an echo decay at a rate of YBe \/<cosao2> 

- <cosot>2/2, where < ... > signifies spa- 
tial averaging. The rapid signal decay in Fig. 
1C is consistent with the 15? range of a over 
the sample in our setup. This decay mecha- 
nism is a first-order effect independent of BB; 
that is, it cannot be overcome by enlarging 
the switching fields. 

CSAR-based sequences are designed to 
expose the spins to the same progression of 
local fields before and after the field reversals 
in order to cancel 8() everywhere, similar to 
spin echoes in resonant NMR (20, 21). The 
CSAR sequence shown in Fig. ID is de- 
signed to refocus every second echo. After a 
short period of free precession under BB, the 
applied field is adiabatically rotated by a 
nominal angle of 90? by application of a slow 
sinusoidal variation of the respective 
strengths of the currents in the coils A and B. 
The rate of this adiabatic rotation, fl, satisfies 
Q << yBA and f << yBB so that the 

magnetization remains orthogonal to the in- 
stantaneous local field. Then the field is in- 
verted nonadiabatically (BA -> -BA) and sub- 

sequently rotated adiabatically back to the 
original direction. We call this sequence (seg- 
ments 1 through 4) a CSAR refocusing se- 
quence, which includes the adiabatic (1 to 2 
and 3 to 4) and nonadiabatic (2 to 3) seg- 
ments (Fig. 1D). 

Without a background field, a single re- 
focusing sequence already leads to an echo 
formation. However, in the presence of a 
background field, 8(4 has both dynamical and 
geometrical contributions (22, 23) that do not 
vanish, and no echo forms after segments 

Fig. 1. (A) The orien- 
tation of the two or- A 
thogonal Helmholtz z 
coils (14 cm in diame- Coil B1 
ter), positioned so that 
Earth's field lies along 
the axis of coil B. A 
current of 43 A gener- 
ates a field of 2.14 mT 
at the center of a given 
pair of coils. The sam- 
ple of NiCl2-doped 
water with a T, 

cm in length, inside Y 
the central coil of the 
second-order gradient X CoilA Detection 
coil receiver. Two non- coils 
resonant NMR se- 
quences are shown: (B) 
and (C), the basic non- 
resonant sequence; 
and (D) and (E), the 
CSAR sequence. [(B) 
and (D)] The dashed lines show the time dependence of current /A through 
coil A, and the solid lines show the current /B through coil B. [(C) and (E)] The 
resulting oscillatory voltage signals measured by the detection coil in 0.2- 
ms-long acquisition windows centered around the nominal echo times 
indicated by diamonds in (B) and (D) with an echo spacing of 2.5 ms. Each 
trace is the result of 1000 signal averages. The average frequency of the fast 
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signal oscillations at 90 kHz coincides with the average Larmor frequency 
applied across the sample. The initial echo amplitude is consistent with the 
expected signal from the whole sample, and the measured width of the 
echoes is in agreement with the root mean square BB inhomogeneity of 25% 
and the detection bandwidth. The first few odd echoes in (D) and (E) (open 
diamond) are in the noise level. 
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1 through 4. Nevertheless, the magnitude of 
this extra phase is identical from interval to 
interval because the local field trajectories are 

repeated. After every second CSAR refocus- 
ing sequence, the echo recovers its full am- 
plitude (Fig. 1E): The phase accumulation in 
segments 1 to 2 and 3 to 4 is canceled by the 
phase accumulation during 1' to 2' and 3' to 
4', because the sense of precession is re- 
versed during the field reversal in segment 2 
to 3 (2'to 3'). This compensation is indepen- 
dent of the inhomogeneity of the applied or 
background field, and it also compensates for 
any dc offsets in the currents applied to the 
coils. It only relies on the adiabaticity during 
the field rotations and on sufficiently sudden 
field reversals. 

Because a single CSAR refocusing se- 
quence in this implementation does not can- 
cel 8), the amplitudes of odd echoes are 
initially at the noise level. At later echoes, 
Fig. 2 shows a more complicated behavior. 
The even and odd echo amplitudes exhibit a 
slow oscillation with a period of many ech- 

REPORTS 

oes. The decay of echo amplitudes can be 
separated into two components. A fraction 
equal to about 50% of the initial even echo 
amplitude decays exponentially with the in- 
trinsic relaxation time (T2) of the sample, 
T2 = 510 ms. Superimposed on this compo- 
nent is a second component of about equal 
amplitude with an odd-even dependence that 
is modulated with a Bessel-like function. The 
period and decay time of this modulation are 
determined by imperfections of the sudden 
field reversal and deviations from adiabatic- 
ity during the slow field rotation. We have 
found through experiments and numerical 
simulations that the dominant imperfection is 
the finite duration of the field reversals (nom- 
inally 75 T/s in the example shown in Fig. 
1D). 

The presence of the first component en- 
ables the accurate determination of long 
transverse relaxation times. In addition, the 
long echo train allows a substantial im- 
provement of the signal-to-noise ratio that 
benefits experiments to determine T1 and 

Fig. 2. Magnitudes of 1.0 
' - 

multiple spin echo am- 
plitudes versus time for 
two different nonreso- 
nant refocusing se- - 

quences. The solid and = 
open symbols show the - - * ^: 
magnitudes of the first 0.5 - o # 
256 echoes obtained . ^ , - 
by the CSAR sequence o * - 

of Fig. 1D for odd and 2 
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imaging. We have used this technique to 
perform T1 measurements by varying the 
initial polarization time. 

To better understand this sequence and 
to identify other sequences of repetitive 
spin manipulations suitable to measure 
long relaxation times, we used an approach 
based on the effective rotation axis method 
(9, 24). This method describes the echo-to- 
echo propagator as a net rotation and con- 
centrates on the magnetization component 
along the axis of this net rotation. This 
magnetization component is invariant from 
echo to echo; that is, perfectly refocused. 
Next, we describe how the effective rota- 
tion axis method can be used to design 
improved CSAR sequences. 
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This contribution decays with T2. The other 
half of the initial magnetization oscillates 
around the net rotation axis, giving rise to the 
odd-even echo modulation. 

With imperfections in the adiabatic rota- 
tions or field reversals, the angle of the net 
rotations will deviate from rr. This deviation 
does not affect the component that is colinear 
with n decaying with T2. But for the other 
component, the accumulated deviations from 
the nominal ir rotations lead to a Bessel 
function-like oscillatory decay after averag- 
ing over the sample volume, as observed 
experimentally (Fig. 2). 
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Motivated by our analysis, we have ex- 

plored other implementations of the CSAR 
concept. The echo-to-echo propagator of a 
single refocusing sequence shown in Fig. 3B 
is to first order a rotation by 2'rr rather than Tr. 
Therefore, we expect refocusing of both even 
and odd echoes. This refocusing was seen 
experimentally with a slight even-odd modu- 
lation. The sequence consists of two sub- 

cycles, each composed of a nonadiabatic re- 
versal of field BB sandwiched between two 
adiabatic 180? rotations. Although the se- 
quence is superior to the basic nonresonant 
sequence (Fig. 1B), the later echoes show an 
enhanced decay because the observed mag- 
netization comes mainly from components 
perpendicular to i. Finite reversal times lead 
to deviations of the rotation angle from the 
perfect 2rn rotations that accumulate rapidly 
over several refocusing cycles. 

These results suggest that the enhanced 
decay can be reduced by the use of a tech- 
nique inspired by the broadband inversion 
techniques in resonant NMR, which use 
supercycles of rf phases (25, 26) to com- 
pensate progressively for higher-order im- 
perfections and inhomogeneities of rf and 
static fields. Instead of controlling the 
phase of rf pulses, we have the ability in 
nonresonant NMR to change the sense of 
the adiabatic rotations. Such a technique 
has been implemented in Fig. 3C. The se- 
quence is based on the refocusing unit of 
the sequence in Fig. 3A and incorporates a 
four-unit supercycle of different senses of 
adiabatic rotation. The results show large 
amplitudes for echoes 4, 8, 12, and so on 
and slightly smaller ones for echoes 1, 5, 9, 
and so on, with a much smaller initial decay 
rate than the other sequences. The pertur- 
bative nature of the average Hamiltonian 
theory is particularly useful for the design 
of sequences with superior performance at 
early echoes (25, 26). However, for in- 
creased echo numbers, the observed decay 
rate is still much higher than the in- 
trinsic relaxation rate, and an approach 
based on the effective rotation-axis method 
is better suited to find sequences for T2 
measurements. 

The nonresonant NMR methods described 
here require fast switching of applied fields that 
are sufficiently large, as compared to the back- 
ground field, to achieve field reversal. These 
factors limit the sensitive volume achievable in 
practical ex situ applications, where fields 
weaken with distance. Although it appears to be 
impractical to employ the rather low magnetic 
fields of nonresonant NMR to perform chemi- 
cal shift analyses, the CSAR sequences can be 
extended to include segments of pulsed-field 
gradients to perform imaging in a manner sim- 
ilar to conventional magnetic resonance imag- 
ing. The technique has further potential appli- 
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Direct Measurement of the 

Reaction Front in Chemically 

Amplified Photoresists 
Eric K. Lin,l* Christopher L. Soles,' Dario L. Goldfarb,3 

Brian C. Trinque,4 Sean D. Burns,4 Ronald L. Jones,' 
Joseph L. Lenhart,' Marie Angelopoulos,3 C. Grant Willson,4 

Sushil K. Satija,2 Wen-li Wu' 

The continuing drive by the semiconductor industry to fabricate smaller structures 
using photolithography will soon require dimensional control at length scales 
comparable to the size of the polymeric molecules in the materials used to pattern 
them. The current technology, chemically amplified photoresists, uses a com- 
plex reaction-diffusion process to delineate patterned areas with high spatial 
resolution. However, nanometer-level control of this critical process is limited 
by the lack of direct measurements of the reaction front. We demonstrate the 
use of x-ray and neutron reflectometry as a general method to measure the 
spatial evolution of the reaction-diffusion process with nanometer resolution. 
Measuring compositional profiles, provided by deuterium-labeled reactant 
groups for neutron scattering contrast, we show that the reaction front within 
the material is broad rather than sharply defined and the compositional profile 
is altered during development. Measuring the density profile, we directly cor- 
relate the developed film structure with that of the reaction front. 

Direct Measurement of the 

Reaction Front in Chemically 

Amplified Photoresists 
Eric K. Lin,l* Christopher L. Soles,' Dario L. Goldfarb,3 

Brian C. Trinque,4 Sean D. Burns,4 Ronald L. Jones,' 
Joseph L. Lenhart,' Marie Angelopoulos,3 C. Grant Willson,4 

Sushil K. Satija,2 Wen-li Wu' 

The continuing drive by the semiconductor industry to fabricate smaller structures 
using photolithography will soon require dimensional control at length scales 
comparable to the size of the polymeric molecules in the materials used to pattern 
them. The current technology, chemically amplified photoresists, uses a com- 
plex reaction-diffusion process to delineate patterned areas with high spatial 
resolution. However, nanometer-level control of this critical process is limited 
by the lack of direct measurements of the reaction front. We demonstrate the 
use of x-ray and neutron reflectometry as a general method to measure the 
spatial evolution of the reaction-diffusion process with nanometer resolution. 
Measuring compositional profiles, provided by deuterium-labeled reactant 
groups for neutron scattering contrast, we show that the reaction front within 
the material is broad rather than sharply defined and the compositional profile 
is altered during development. Measuring the density profile, we directly cor- 
relate the developed film structure with that of the reaction front. 

The tremendous device performance increas- 
es by the semiconductor industry have been 
driven by the successful development of 
materials and tools for the high-volume fab- 
rication of smaller device structures with 
photolithography. By 2003, the semiconduc- 
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tor industry predicts that structures with sub- 
100-nm critical dimensions will be needed 
(1), but many difficult materials challenges 
remain. The critical dimension must be con- 
trolled over 2 to 5 nm length scales, which is 
comparable to the characteristic size of the 
polymeric molecules in the photoresists used 
to pattern the features (2). Furthermore, thin- 
ner photoresist films are required because of 
increasing optical absorption with decreasing 
imaging wavelengths. Thinner photoresist 
films and the production of nanoscale struc- 
tures can involve changes in key photoresist 
properties from those of the bulk material 
(3-6). Quantitative measurements of material 
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