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The circuitry and function of mammalian visual cortex are shaped by patterns 
of visual stimuli, a plasticity likely mediated by synaptic modifications. In the 
adult cat, asynchronous visual stimuli in two adjacent retinal regions controlled 
the relative spike timing of two groups of cortical neurons with high precision. 
This asynchronous pairing induced rapid modifications of intracortical connec- 
tions and shifts in receptive fields. These changes depended on the temporal 
order and interval between visua[ stimuli in a manner consistent with spike 
timing-dependent synaptic plasticity. Parallel to the cortical modifications 
found in the cat, such asynchronous visual stimuli also induced shifts in human 
spatial perception. 

Persistent synaptic modification can be in- 
duced by repetitive pairing of pre- and 
postsynaptic spikes, and the direction and 
magnitude of the modification depend on the 
relative spike timing (1-6). Presynaptic spik- 
ing within lOs of milliseconds before 
postsynaptic spiking induces synaptic poten- 
tiation, whereas the reverse order results in 
synaptic depression. Spike timing-dependent 
plasticity has been widely observed at exci- 
tatory synapses in vitro, and its functional 
significance has been discussed in a variety 
of neuronal circuits (7-10). However, wheth- 
er and how this mechanism operates in vivo 
in response to sensory stimuli is only begin- 
ning to be examined experimentally (11-13). 
In the primary visual cortex, timing of visual 
stimuli can directly affect timing of neuronal 
spiking and thus, may play a role in activity- 
dependent cortical plasticity. 

A simple working hypothesis of how rel- 
ative timing of visual stimuli can affect cor- 
tical representation of visual space is illus- 
trated in Fig. 1. Asynchronous stimuli in 
retinal regions A and B may evoke asynchro- 
nous spiking in two groups of cortical neu- 
rons, a and b (Fig. 1, A and B). According to 
spike timing-dependent synaptic plasticity, 
A->B stimulation may strengthen a->b con- 
nections and weaken b->a connections (Fig. 
IC, left). Because intracortical connections 
contribute significantly to shaping the corti- 
cal receptive fields (14), the synaptic modi- 
fications induced by A->B stimuli may cause 
the receptive fields of both groups to shift 
toward A (15) (Fig. ID, left). In a typical 
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population-decoding scheme, the perceived 
stimulus location is determined by the spatial 
profile of population neuronal response (16). 
The leftward shift (toward A) of receptive 
fields should cause a rightward shift in the 
response profile, hence a rightward shift in 
perception (Fig. IE, left). By symmetry, 
B->A stimuli that activate group b before a 
should cause the opposite changes at all lev- 
els (Fig. 1, right column). 

Asynchronous Visual Conditioning 
Receptive fields of primary visual cortical 
neurons recorded in anesthetized adult cats 
were mapped with strips of drifting gratings 
(Fig. 2A) (17). During visual conditioning, 
random spatial patterns were flashed asyn- 
chronously in two adjacent retinal regions (A 
and B, with receptive field of the recorded 
neuron in B) (Fig. 2B) to manipulate the 
relative spike timing of two groups of cortical 
neurons (a and b). In order for these stimuli to 
be effective in cortical modification, the pre- 
cision of spike timing in the responses must 
be commensurate with the temporal require- 
ment of spike timing-dependent synaptic 
plasticity on the order of lOs of milliseconds. 
We measured the spike timing precision by 
comparing the responses of each neuron to 
A->B and B->A stimuli. Spiking of a group b 
neuron during A->B stimuli (AIB interval: 8.3 
ms) lagged behind its spiking during B->A 
stimuli by -8 ms, indicating time-locking of 
the spikes to the flashed stimuli (Fig. 2C). 
The precision of spike timing is also reflected 
in the cross-correlation between the respons- 
es to A->B and B->A stimuli (Fig. 2D), which 
exhibited a distinct peak at -8 ms, corre- 
sponding to the AIB interval. Such correspon- 
dence was also found in other experiments in 
which the A/B intervals ranged from 0 to 66.7 
ms. The mean width at half height of the 
peak, which reflects spike timing precision, 

was 26 ? 15 ms (SD) for the 145 neurons 
examined (Fig. 2E). With such precision, AIB 
interval in the conditioning stimuli can effec- 
tively determine the relative spike timing be- 
tween neuronal groups a and b. 

Excitatory Intracortical Connections 
To monitor intracortical synaptic modification, 
we applied cross-correlation analysis of simul- 
taneously recorded cortical cell pairs (18-23). 
First, we analyzed the relationship between 
synaptic modifications and changes in intracor- 
tical cross-correlation using the model circuit 
depicted in Fig. IA (17). As a result of spike 
timing-dependent synaptic plasticity, repetitive 
A->B conditioning potentiated a->b connec- 
tions and depressed b->a connections, whereas 
B->A conditioning induced the opposite chang- 
es. Accompanying these synaptic modifica- 
tions, two types of changes were observed in 
the cross-correlation between the spike trains of 
model neurons. First, for intragroup cross-cor- 
relation [bi, bj], conditioning induced changes 
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Fig. 1. A hypothetical scheme in which stimulus 
timing affects cortical modification. (A) Intra- 
cortical excitatory connections between two 
groups of neurohs, a and b, whose receptive 
fields fall in A and B, respectively. Blue, group a; 
red, group b. Arrows indicate directions of ax- 
onal projections. Only a subset of connections 
between a and b are shown; connections within 
each group are omitted. (B) Relative spike tim- 
ing of groups a and b in response to A->B and 
B->A stimuli. (C) Strength of connections be- 
tween a and b (represented by line thickness) 
after conditioning, obtained from a simulation 
with 500 pairs of A->B (left) or B->A (right) 
conditioning (17). (D) Receptive fields after 
conditioning. Arrows indicate directions of 
shifts. (E) Spatial profiles of the population 
responses evoked by a test stimulus (vertical 
line) at A/B border before (solid curve) and after 
(dashed) conditioning. 
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in correlation strength (measured by the area 
under the peak, Fig. 3A), reflecting modifica- 
tions of the common inputs from group a neu- 
rons to bi and bj (see Fig. 3A legend). Second, 
for intergroup cross-correlation [ai, bj], condi- 
tioning induced shifts in correlation asymmetry 
(24) (Fig. 3B), reflecting modifications of both 
a->b and b->a connections (see legends). 

In the first set of conditioning experiments, 
we measured changes in correlation strength 
between intragroup cell pairs (defined as group 
b). Shuffle-subtracted, flank-normalized cross- 
correlograms (17) were computed from the re- 
sponses to mapping stimuli (Fig. 2A) before 
and after conditioning (Fig. 2B). In both exam- 
ples shown in Fig. 4A, 1200 pairs of A->B 
conditioning at 8.3-ms interval (-2 min) in- 
duced a marked increase in correlation strength 
(dashed line), indicating potentiation of a->b 
connections (Fig. 3A, left), whereas the same 
amount of B->A conditioning induced a de- 
crease in correlation strength (Fig. 4A, dotted 
line), indicating depression of the connections 
(Fig. 3A, right). For the 138 cell pairs exam- 
ined, 1200 pairs of conditioning at 8.3-ms in- 
terval (A->B) induced an increase of 29.8 ? 
4.2% (SEM, P < 10-5, t test), and conditioning 
at -8.3-ms interval (B->A) induced an 18.2 ? 
3.1% reduction (P < 10-5). We further mea- 
sured the effect of conditioning at AIB intervals 
ranging from -66.7 to 66.7 ms and found sig- 
nificant changes only within ?50 ms (Fig. 4B). 
To examine the persistence of the change in- 
duced by 1200 pairs of A->B conditioning (at 
the 8.3-ms interval) we measured the cross- 
correlation continuously in the absence of fur- 
ther conditioning. The change in correlation 
strength was found to persist for up to 8 min 
(Fig. 4C). 

In a parallel set of conditioning experiments, 
we measured shifts in the asymmetry of cross- 
correlation between group a and group b neu- 
rons. In both examples shown in Fig. 4D, the 
shuffle-subtracted cross-correlograms mea- 
sured after A->B (dashed) and B->A (dotted) 
conditioning at an 8.3-ms interval were laterally 
displaced from each other. The rightward shift 
of the peak after A->B conditioning suggests 
strengthening of a->b connections or weaken- 
ing of b->a connections (Fig. 3B, left), whereas 
the leftward shift after B->A conditioning sug- 
gests the opposite changes (Fig. 3B, right). 
Because the effect of B->A conditioning on 
correlation [ai, bj] is equivalent to the effect of 
A->B conditioning on correlation [bj, al] and 
because for each pair the designation of a and b 
is arbitrary, the measured effects of A->B and 
B->A conditioning were combined (see Fig. 4E 
legend). For the 58 cell pairs examined, 1200 
pairs of conditioning stimuli at an 8.3-ms inter- 
val induced a 4.9 ? 1.5% (SEM, P < 0.01, t 
test) shift in correlation asymmetry in the pre- 
dicted direction. We firther measured the shift 
as a function of A/B interval from 0 to 66.7 ms 
(Fig. 4E) and found the effect restricted to a 

window of -50 ms. Thus, shifts in the inter- 
group correlation asymmetry also depend on 
the AIB interval in a manner consistent with 
spike timing-dependent synaptic modification. 
In addition, we examined the persistence of the 
shift induced by 1200 pairs of conditioning 
stimuli (at an 8.3-ms interval) and found the 

effect to last for several minutes (Fig, 4F). This 
is similar to the persistence of conditioning- 
induced change in intragroup correlation 
strength (Fig. 4C), consistent with the idea that 
both types of changes in cross-correlation re- 
flect the same set of intracortical synaptic 
modifications. 

Fig. 2. Spike timing of cortical neurons in response to asynchronous conditioning stimuli. (A) 
Receptive field of-a neuron (upper panel) and the mapping stimuli (lower panel). Error bars, 
?SEM. Solid lines in lower panel delineate regions A and B; dotted lines indicate strip positions. 
(B) Two types of conditioning stimuli, A->B and B->A. The spatial patterns were either random 
checkerboards (8 x 8 pixels/region, in experiments shown in Fig. 4) or random bars at preferred 
orientation of the cell (16 bars/region, in experiments shown in Fig. 5) at 100% contrast. Size: 
3.3 X 1.80 to 12.4 X 11.5?/region. In each conditioning pair A and B were each stimulated for 
1 frame (8.3 ms); AIB interval (-8 to 8 frames) and resting period (1 1 to 12 frames) were blank 
screens (<1 cd m-2). Dotted lines delineating A and B were not part of the stimuli. Average 
cortical firing rate during conditioning: 2.9 ? 1.5 spikes/s (SD, n = 123). (C) Responses of the 
neuron in (A) evoked by the stimuli in (B). (Upper) Spiking in response to A->B (red) and B->A 
(blue) conditioning (600 consecutive pairs each) at an 8.3-ms interval. (Lower) Post-stimulus 
time histograms of the responses. For this cell, the duration of the response to A->B stimuli 
is slightly longer than that to B->A stimuli. However, for a population of cells analyzed (n = 
90), we found no significant difference in duration between the responses to A->B and B->A 
stimuli (P > 0.40, t- test). (D) Cross-correlation between spike trains evoked by A->B and B->A 
stimuli. (E) Distribution of spike timing precision of cortical neurons, measured by the width 
at half height of the peak in the cross-correlogram. Arrow indicates the mean. 

Fig. 3. Relationship between intracortical 
synaptic modifications and changes in cross- 
correlation as revealed by simulation. (A) 
Shuffle-subtracted cross-correlograms (black) 
between a pair of group b neurons (b. and b,) 
during control (middle), after A->B (left) and 
after B->A (right) conditioning. Blue lines, 
correlation due to monosynaptic common 
inputs from group a neurons to bi and b. (Fig. 
1, A and C), obtained by eliminating altecon- 
nections in the circuit except those from each 
group a neuron to b; or bj. (B) Shuffle-sub- 
tracted cross-correlograms between an inter- 
group pair, a; and bj. Red lines, correlation due 
to mono- and di-synaptic b->a, connections, 
obtained by eliminating all connections 
except those originating from b. and those 
projecting to ai. Blue lines, correlation due to 
mono- and di-synaptic a,-.bj connections. 
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Cortical Receptive Fields 
Conditioning-induced intracortical synaptic 
modifications may lead to shifts in receptive 
fields (Fig. ID). We thus compared the recep- 
tive fields of each neuron mapped before and 
after conditioning (17). For both group b neu- 
rons shown in Fig. 5A, 800 pairs (- 1.5 min) of 
A->B conditioning at an 8.3-ms interval in- 
duced a shift of the receptive fields toward A, 
whereas B->A conditioning induced a shift 
away from A. To quantify this effect, we fitted 
each receptive field with a Gaussian function 
and computed the difference between the peak 
positions of the Gaussian fits before and after 
conditioning (normalized by the width at half 
height). For the 154 group b neurons examined, 
800 pairs of A->B conditioning (8.3-ms inter- 
val) induced a 1.86 ? 0.53% (SEM, P < 0.001, 
t test) shift toward A, whereas 800 pairs of 
B->A conditioning (-8.3 ms) induced a 1.69 ? 

0.53% (P < 0.002) shift away from A. We 
further measured the effect of conditioning as a 
function of AIB interval from -33.3 to 33.3 ms 
and found significant shifts only at 8.3 and -8.3 
ms (Fig. 5B), indicating temporal specificity. 
Thus, the direction and magnitude of shift in 
cortical receptive field depend on the order and 
interval between A and B, consistent with the 
prediction shown in Fig. ID. In addition to the 
positions, we also compared the receptive field 
sizes (widths of the Gaussian fits) before and 
after conditioning. Conditioning induced an 
overall reduction of receptive field size, but the 
effect exhibited no systematic dependence on 
AIB interval (Fig. 5C). 

Spatial Perception 
To test whether the asynchronous condition- 
ing can induce shift in perceptual localization 
(Fig. IE), we also performed psychophysical 

experiments on human subjects. The condi- 
tioning stimuli were similar to those used in 
the physiological experiments, and a three- 
bar bisection test (25) was performed at the 
AIB border (Fig. 6A) to measure the per- 
ceived position of the middle bar before and 
after conditioning (17). For all four subjects 
tested, we found that 400 pairs (-50 s) of 
A->B conditioning induced a shift in the per- 
ceived location of the middle bar toward B, 
whereas B->A conditioning induced a shift 
toward A, consistent with the prediction 
shown in Fig. IE. Furthermore, a significant 
effect was observed only at AIB intervals 
within ?20 ms (Fig. 6B), satisfying the tem- 
poral specificity required by the model. To 
further characterize the conditioning-induced 
perceptual shift, we measured the time course 
for both the induction and decay of the effect. 
At intervals of 8.3 ms (A->B) and -8.3 ms 
(B->A), significant shift was induced after 
only 100 to 200 pairs of conditioning stimuli 
(Fig. 6C), indicating rapid onset of the effect. 
After 400 pairs of conditioning stimuli, the 
effect showed a slight but noticeable decay 
over a 2-min period (Fig. 6D), suggesting that 
the persistence of the perceptual effect is also 
on the order of minutes, comparable to that 
observed for the intracortical synaptic modi- 
fications (Fig. 4, C and F). 

Discussion 
Asynchronous visual stimuli in different ret- 
inal regions induced rapid changes in cortical 
representation of visual space, which was 
likely mediated by spike timing-dependent 
modification of intracortical connections. Pre- 
vious studies have shown that visual stimuli can 
induce various changes in adult cortical neu- 
rons. For example, in contrast adaptation, a few 

Fig. 4. Conditioning-in- A 
duced changes in intra- 
cortical cross-correla- 
tion. (A) Two examples 
of changes in intragroup 
correlation strength. 
Shuffle-subtracted, flank- 
normalized cross-correlo- O 
grams (smoothed with X 
1.5-ms boxcar convolu- 0 
tion) are shown during 9 , 
control (solid) and after , 
A->B (dashed) and B->A E 

conditioning (dotted). z 
The effects were signifi- o 
cant for both A->B (P < 
10-5 for both examples) 
and B->A (P < 0.05 and 
P < 10-5 for first and 
second examDles, resDec- 
tively) conditioning, as assessed by nonparametric bootstrap (42). (Insets) 
Receptive fields of the pair; dashed line, A/B border. The gray curve was 
shifted up for clarity. Error bars, ?SEM. (B) Changes in correlation strength 
as a function of A/B interval. Error bars, ?SEM (n = 67 to 138). Asterisks 
indicate data points significantly different from 0 (*P < 0.05; **P < 0.01; 
***P < 0.005; t test). (C) Persistence of the effect (n = 89). Time 0 is 
defined as the end of conditioning. (D) Two examples of changes in 
intergroup correlation asymmetry. Cross-correlograms are shown after A->B 

(dashed) and B->A conditioning (dotted). The difference in asymmetry after 
the two types of conditioning was significant (P < 5 x 10-6 and P < 0.05 
for the first and second examples, respectively). Control cross-correlogram 
was omitted for clarity. (E) Shifts in correlation asymmetry as a function of 
A/B interval (n = 28 to 58). The effects of A->B and B->A conditioning were 
combined as 1/2 x [asymmetry after A->B (dashed) - asymmetry after 
B->A (dotted)], and the left side of the curve (dashed) was plotted as the 
exact opposite of the right. (F) Persistence of the shift (n = 34). 

Fig. 5. Conditioning-induced shifts 
in cortical receptive fields. (A) Re- 
sults from two example group b 
neurons. Receptive fields are shown 
during control (solid) and after A->B 
(dashed) and B->A (dotted) condi- 
tioning. Arrow indicates peak posi- 
tion of the Gaussian fit. (B) Normal- 
ized receptive field shift as a 
function of A/B interval (n = 82 to 
154). Positive shift: toward A. Error 
bars, ?SEM. Asterisks indicate data 
points significantly different from 0 
(***P < 0.005; t test). (C) Change 
in receptive field size as a function 
of A/B interval, measured from the 
same cells as in (B). The effects were 
not significantly different between 
A->B and B->A conditioning at each 
interval (P > 0.15, t test). 
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seconds of visual stimulation in the recep- 
tive field can induce a significant reduction 
in the response amplitude (26), along with 
changes in receptive field size and position 
(27). These effects may be due to reduction 
in excitability of the cortical neurons (28, 
29) or homosynaptic short-term depression 
of the thalamic inputs (30). Synchronous 
stimulation of the receptive field center and 
part of the unresponsive surround can in- 
duce preferential expansion of the receptive 
field toward the costimulated surround re- 
gion (31), which is likely mediated by Heb- 
bian modification of intracortical connec- 
tions. Visual conditioning with an artificial 
scotoma can also induce a rapid expansion 
of cortical receptive field inside the scoto- 
ma (32) and a shift in perceptual localiza- 
tion near the edge (25). The underlying 
mechanism is thought to be the strengthen- 
ing of excitatory intracortical connections 
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Fig. 6. Conditioning-induced shifts in human 
perceptual localization. (A) Test block with 
three-bar bisection task. Dotted lines delineat- 
ing A and B were not part of the stimuli. (B) 
Shift in perceptual localization as a function of 
A/B interval for four subjects (400 conditioning 
pairs at each interval). Positive Athreshold: to- 
ward A (shift of percept toward B). Error bars, 
?SEM (n = 5 to 17). Asterisks indicate data 
points significantly different from 0 (*P < 0.05; 
**P < 0.01; ***P < 0.005; t test). YF and YD, 
authors; HY, experienced observer; QT, naive 
subject. (C) Dependence of perceptual shift on 
the amount of conditioning at ?8.3-ms inter- 
vaLs. Data points represent mean shifts (?SEM) 
of YF, YD, and HY. The data of QT was not 
included because no significant effect was ob- 
served at ?8.3 ms. (D) Persistence of the shift 
induced by 400 conditioning pairs. Data points 
represent mean shifts of YD and YF (persis- 
tence was not measured for HY and QT). 

(22), although an altemative explanation 
based on contrast adaptation has also been 
proposed (33). In our study although mech- 
anisms related to contrast adaptation may 
have caused the conditioning-induced re- 
duction in receptive field size (Fig. 5C), 
they cannot account for the shift in recep- 
tive field position because the effect de- 
pends critically on the order and interval 
between stimuli in A and B (Fig. 5B). In- 
stead, spike timing-dependent modifica- 
tion of intracortical connections (1, 3, 5, 6) 
provides the most natural explanation. This 
form of synaptic plasticity is also believed 
to underlie conditioning-induced changes 
in cortical orientation tuning in both devel- 
oping (13) and adult (12) animals. 

In vitro, activity-dependent synaptic mod- 
ification can last for hours (34, 35). The 
ongoing spiking activity in vivo, however, 
may continuously modulate synaptic connec- 
tions and obliterate the effects of condition- 
ing over several minutes (Fig. 4, C and F). In 
addition, a reduction in modulatory inputs 
(e.g., those from the basal forebrain) caused 
by anesthesia may further limit the extent and 
persistence of conditioning-induced cortical 
modifications (36). Persistence on the order 
of several minutes to hours has been observed 
for other adult cortical modifications in vivo, 
including shifts in cortical receptive fields 
(31) and orientation tuning (12) induced by 
visual conditioning and modifications of in- 
tracortical connections induced by auditory 
conditioning (20). Note that the persistence 
of synaptic modification in the auditory cor- 
tex appears to depend on the duration of 
conditioning (20). Although -2 min of con- 
ditioning induced a short-term modification 
in the visual cortex in our study, longer con- 
ditioning may cause more lasting changes. 

The simple model depicted in Fig. 1 
considers only spike timing-dependent 
modification of excitatory intracortical 
connections. Changes in inhibitory connec- 
tions were not analyzed because they 
are difficult to measure with cross-correla- 
tion analysis (19). In the mammalian cen- 
tral nervous system, activity-induced mod- 
ification of inhibitory synapses appears to 
be insensitive to the order of pre- and 
postsynaptic spiking (37), thus it may not 
contribute directly to the asymmetric stim- 
ulus-timing dependence of the cortical 
modifications observed here. Another set of 
excitatory connections not considered in 
the model are "feedforward," thalamic in- 
puts. In principle, the asynchronous condi- 
tioning stimuli may also modify the thalam- 
ic inputs, and such modifications may 
cause changes in the strength of correlation 
between intragroup cortical cell pairs (Fig. 
4, A to C) and shifts in cortical receptive 
fI elds (Fig. 5). However, modification of 
thze thalamic inputs alonle cannot account 

for the observed shifts in intergroup corre- 
lation asymmetry (Fig. 4, D to F), as shown 
by simulation studies (38). Thus, the corti- 
cal modifications observed in this study are 
likely to result at least partly from spike 
timing-dependent plasticity of excitatory 
intracortical connections. In particular, hor- 
izontal connections in layer 2/3 of the pri- 
mary visual cortex play an important role in 
experience-dependent cortical reorganiza- 
tion during development (39), and spike 
timing-dependent modification of these 
connections is a robust phenomenon in 
vitro (6). 

Spike timing on the order of lOs of milli- 
seconds plays an important role in both cod- 
ing of visual information (40, 41) and modi- 
fication of neuronal circuitry (1-6). We 
found that spiking of the cortical neurons was 
time-locked to the flashed visual stimuli with 
a precision of -30 ms (Fig. 2, C to E), 
allowing timing of visual stimuli on the order 
of lOs of milliseconds to be represented by 
spike timing in the cortical circuit. The 
marked dependence of cortical modifications 
on stimulus timing, observed at the levels of 
intracortical synaptic connectivity, receptive 
field properties, and human visual perception, 
attests to the critical role of stimulus timing in 
activity-dependent plasticity of adult visual 
cortex. 
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Submicrometer Ferromagnetic 
NOT Gate and Shift Register 
D. A. Allwood, Gang Xiong, M. D. Cooke, C. C. Faulkner, 

D. Atkinson, N. Vernier, R. P. Cowburn* 

An all-metallic submicrometer device is demonstrated experimentally at room 
temperature that performs logical NOT operations on magnetic logic signals. 
When this two-terminal ferromagnetic structure is incorporated into a mag- 
netic feedback loop, the junction performs a frequency division operation on 
an applied oscillating magnetic field. Up to 11 of these junctions are then 
directly linked together to create a magnetic shift register. 

Devices for information technology have 
generally been dominated by electronics. 
However, emerging spin-electronics, or 
"spintronic," technologies (1, 2), which are 
based on electron spin as well as charge, may 
offer new types of devices that outstrip the 
performance of traditional electronics devic- 
es. Spintronic devices use magnetic moment 
to carry information; advantages of such de- 
vices often include low power dissipation, 
nonvolatile data retention, radiation hardness, 
and high integration densities. Although the 
future of spintronics might include a solid- 
state realization of quantum computing (3), 
the experimental observations to date of op- 
tically (4) and electrically (5) controlled 
magnetism, spin-polarized current injection 
into semiconductors (6-8), ferromagnetic im- 
printing of nuclear spins (9), and control of 
electron-nuclei spin interactions (10) suggest 
a whole range of spintronic applications. Al- 
ready, spintronic hard disk drive read-heads 
are well established commercially, and mag- 
netic random access memories (MRAM) look 
set to follow suit. 

To date, two classes of spintronic device 
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have been proposed: semiconductor and metal- 
lic. Semiconductor devices will use spin popu- 
lation imbalances between electrons or nuclei. 
Metallic devices, including hard disk read- 
heads and MRAM, represent information by 
the magnetization direction in a ferromagnetic 
metal such as NiFe (Pennalloy) or Co. Much 
work has focused on writing information to this 
ferromagnetic element, for example, using 
magnetic fields from current-carrying wires and 
reading information using either giant magne- 
toresistance (11) or spin-dependent tunneling 
junctions (12). However, the extent to which 
information can be manipulated in the magnetic 
form has, to date, been very limited; MRAM 
cells, for instance, can only store information. 
The scope of spintronics could be greatly ex- 
panded if in addition to data storage, magnetic 
data bits could interact to perform some com- 
putation between being written and detected. 
Magnetic information has been propagated 
along chains of 100-nm-diameter magnetic dots 
(13) to allow signal interconnection. However, 
a full logic scheme will require the develop- 
ment of magnetic structures that perform basic 
logic operations, including NOT gates for in- 
version operations. Such structures will form 
the building blocks of magnetic logic devices 
that perform operations analogous to current 
microelectronics. 

Under low-magnetic field conditions, the 
magnetization direction within submicrometer 

ferromagnetic planar wires tends to lie along 
the wire long-axis owing to strong magnetic 
shape anisotropy. When two oppositely direct- 
ed magnetizations meet within a wire, the 
realignment of successive atomic magnetic mo- 
ments is not abrupt but occurs gradually over a 
certain distance to form a domain wall. For 
the 200-nm-wide, 5-nm-thick Permalloy 
(Ni80Fe20) wires investigated here, we calcu- 
late, using micromagnetic software (OOMMF) 
(14), that domain walls should be -100 nm 
wide. It is now known that domain walls can 
propagate along straight submicrometer mag- 
netic wires by application of a magnetic field 
parallel to the wire (15). A magnetic field with 
a vector that rotates with time in the sample 
plane can be used to propagate domain walls 
along magnetic wires that change direction and 
turn corners. The clockwise or counterclock- 
wise rotation defines the magnetic field chiral- 
ity, or handedness. A domain wall should prop- 
agate around a magnetic wire corner providing 
that the field and corner are of the same chiral- 
ity. However, the chirality of a corner depends 
on the direction of domain wall propagation so 
that, within a rotating magnetic field of given 
chirality, a domain wall will only be able to 
pass through a given corner in one direction. 
This applies for domain walls with adjacent 
magnetizations either converging or diverging 
and satisfies the important requirement of any 
logic system that a definite signal flow direction 
must exist. 

The two stable magnetization directions 
within submicrometer magnetic wires pro- 
vide a natural means of representing the two 
Boolean logic states, 1 and 0. However, if 
there is a 1800 bend in a magnetic wire and 
magnetization is continuous throughout, the 
absolute direction of magnetization will be 
different before and after the bend. Care must 
be taken in assigning logical states to differ- 
ent magnetization directions to avoid confu- 
sion in such situations. Therefore, we assign 
logical 1 to wire magnetization being in the 
same direction as domain wall motion and 
logical 0 to the magnetization direction op- 
posing domain wall motion. Using this defi- 
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