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open-circuit voltage and fill factor, are compa- 
rable. This further suggests that nanorod length 
not diameter determines device performance. 
Moreover, band gap tuning in nanorods enables 
the realization of high-efficiency device archi- 
tectures, such as tandem solar cells in which the 
different band gaps can be obtained by modi- 
fying only one chemical compound. 

We can understand the origin of the high 
efficiency of nanorod-polymer devices by 
studying the dependence of charge transport on 
nanorod length. The external quantum efficien- 
cy (EQE), which is the percentage of electrons 
collected per incident photon (with no correc- 
tion for reflection losses), can be used as a 
measure of the efficiency of charge transport 
given that the following quantities are compa- 
rable for a set of devices: (i) incident light 
intensity; (ii) fraction of light absorbed; (iii) 
charge collection efficiency at the electrodes, 
which is mainly given by the choice of elec- 
trodes; and (iv) the charge transfer efficiency, 
as determined from photoluminescence 
quenching. These four conditions are met for 
the devices for which EQE data are presented in 
Fig. 4A. Therefore, we can conclude that as the 
aspect ratio of the nanorods increases from 1 to 
10, the charge transport must improve substan- 
tially to yield an EQE enhancement by a factor 
of approximately 3. In networks consisting of 
shorter nanoparticles, electron transport is dom- 
inated by hopping and, in those consisting of 
longer particles, band conduction is prevalent. 
In a cross section of the blend film (Fig. 3D), 
most nanorods were oriented partly in the di- 
rection of the electric field and, thus, in the 
direction of electron transport. Because the 
thickness of the nanorod-polymer film is -200 
nm, 60-nm-long nanorods can penetrate 
through a large portion of the device whereas 
30-nm and 7-nm-long particles are progressive- 
ly less effective (Fig. 3C). The best device, 
which contained 7 nm by 60 nm nanorods, 
performed with a maximum EQE of 55% under 
0.1 mW/cm2 illumination at 485 nm (Fig. 4A), 
and this value has been remarkably reproduc- 
ible (20). 

In order for plastic nanorod devices to 
achieve typical power conversion efficiencies 
of conventional inorganic solar cells, it is nec- 
essary to reduce charge recombination, which 
decreases the EQE and the FF at solar light 
intensities. An increase in carrier mobilities 
would realize this by decreasing the carrier 
concentration within the device. Further en- 
hancement of carrier mobilities can be accom- 
plished by improving the nanocrystal-polymer 
interface to remove nanorod surface traps, 
aligning the nanorods perpendicular to the sub- 
strate, and further increasing their length. 
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Theory of Quantum Annealing 
of an Ising Spin Glass 

Giuseppe E. Santoro,' Roman Martonak,2'3 Erio Tosatti,'4* 
Roberto Car5 

Probing the lowest energy configuration of a complex system by quantum 
annealing was recently found to be more effective than its classical, thermal 
counterpart. By comparing classical and quantum Monte Carlo annealing pro- 
tocols on the two-dimensional random Ising model (a prototype spin glass), we 
confirm the superiority of quantum annealing relative to classical annealing. We 
also propose a theory of quantum annealing based on a cascade of Landau- 
Zener tunneling events. For both classical and quantum annealing, the residual 
energy after annealing is inversely proportional to a power of the logarithm of 
the annealing time, but the quantum case has a larger power that makes it 
faster. 
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The annealing of disordered and complex 
systems toward their optimal (or lowest 
energy) state is a central problem in statis- 
tical physics. The unknown ground state of 
a system can be approximated by slow-rate 
cooling of a real or fictitious temperature: 
The slower the cooling, the closer the ap- 
proximation gets to the optimal solution (1, 
2). Although this kind of standard classical 
annealing (CA) has been extensively inves- 
tigated over the last two decades (1-3) and 
is routinely used in a variety of technolog- 
ical applications, such as chip circuitry 
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design, any improved optimization algorithm 
would certainly be of enormous value. 

Recent results on the spin 1/2 disordered 
Ising ferromagnet LiHo 44YO 56F4 (4, 5) sug- 
gested that quantum annealing (QA) works bet- 
ter than CA. In QA, temperature is replaced by 
a quantum mechanical kinetic term; in the spe- 
cific case, this term is a transverse magnetic 
field, r, mixing the up and down spin states at 
each site. Initially the quantum perturbation 
starts out so large in magnitude as to completely 
disorder the system even at zero temperature. 
When the transverse field is subsequently re- 
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duced to zero at some slow rate 1/T, the system 
is "annealed" toward its ground state, much in 
the same way as when its temperature is re- 
duced to zero in CA. The question is which of 
the two, CA or QA, works better, and how and 
why. Experimental comparison (4) of the prop- 
erties displayed by the same system transported 
through two different routes in the [T, F] plane 
from the same initial state A (a classical high-T 
state) to the same nominal final state B (a low-T 
glassy state) indicates that QA, the "quantum 
route" from A to B, yields (with the same 
"cooling" rate) a state B apparently closer to the 
ground state than that yielded by CA, the clas- 
sical route. The data, however, do not clarify 
why that should be so. 

Theoretical suggestions and exemplifica- 
tions of QA made by various groups over the 
past decade (6-10) have stimulated consid- 
erable interest in understanding the mecha- 
nism of QA better. A theoretical discussion of 
the relative merits of CA and QA is therefore 
desirable. For this, it is necessary to carry out 
a direct comparative test on a sufficiently 
representative benchmark system, such as a 
spin glass, and to lay the bases of a theory of 
the processes underlying QA. Even in the 
context of CA, open issues remain. For in- 
stance, the way the final annealed energy 
Efinal(r) approaches the ground-state energy 
EGs as a function of the annealing rate 1/T is 
still controversial. Whereas general theoreti- 
cal arguments by Huse and Fisher (3) predict 
a slow logarithmic decrease of the residual 
energy Ere(T) = Efinal(T) 

- EG log- (), 
with -< 2, early simulations (11) and more 
recent studies (12, 13) favor a different form 
such as power-law, Eres(r) - T-", or 
stretched exponential. The question remains 
whether the discrepancy between simulations 
and theory is real, or only apparent. 

At the outset, inspired by Brooke et al.'s 
experimental system (4, 5), we selected the 
two-dimensional (2D) random Ising model as 
an appropriate realistic test case. This choice 
is dictated by the fact the 2D random Ising 
model is technically a polynomial problem 
(14)-where EGs can be calculated up to 
sufficiently large lattice sizes (15) [thus 
avoiding an extra fitting parameter in 

,res(T)]-which is nonetheless of prohibitive- 
ly large complexity for any physical dynam- 
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ics as a true glass (3, 16). On this system we 
carried out CA and QA, and found that QA is 
indeed faster. For CA we find that Eres(r) 
deviates from a power law at large T and is 
compatible with the Huse-Fisher law 

res( ) log -(T). We then built a theory of 
QA of a spin glass based on the idea of a 
cascade of level crossings. Our theory sug- 
gests an asymptotic decay ?res(7) 
log- QA(T) that is again logarithmic, as in CA, 
but is governed by somewhat different expo- 
nents that make it faster. 

The Edwards-Anderson Hamiltonian of 
an Ising spin glass in transverse field is 

H= -, JSio':z--rFE c (1) 
(i1> i 

where nearest-neighbor spins (ij) of a cubic 
lattice in D dimensions interact with a random 
exchange coupling Jij, F is the transverse field 
inducing transitions between the two states, 

' 

and k, of each spin, and o?, cr are Pauli 
matrices at site i. The problem is to anneal this 
system as closely as possible to its classical 
(F = 0) ground state. In CA (1, 2), there is no 
quantum mechanics (F = 0): One starts with a 
sufficiently high temperature To, which is then 
reduced linearly to zero in a time T. In QA, T is 
instead fixed to zero or some small value, and 
one starts with a transverse field Fo sufficiently 
large to throw the system into a disordered 
quantum paramagnetic state, decreasing F lin- 
early to zero, again in a time T. 

Because real-time annealing is computa- 
tionally out of the question for the large 
systems addressed here, we work with the 
fictitious "time" represented by the number 
of Monte Carlo (MC) steps. For our imple- 
mentation of CA, we used a standard Metrop- 
olis MC; for QA we used a path integral MC 
(PIMC) (17, 18) scheme for a quantum sys- 
tem at a small finite temperature T. The 2D 
quantum Ising model is first mapped on a 
(2 + 1)D classical model consisting of P 
copies (Trotter replicas) of the original lat- 

tice, with a nearest-neighbor uniform ferro- 
magnetic coupling in the third (Trotter) direc- 
tion J1 = -(PT/2) log tanh(F/PT), at tem- 
perature PT (17, 18). When F is large, the 
replicas are only weakly coupled. As F de- 
creases to zero, J' increases, eventually forc- 
ing all replicas into the same configuration. 
For a given 2D lattice size L X L (L up to 80) 
and for a fixed realization of the J,,, drawn 
from a flat distribution in the interval (-2, 2), 
we got the exact classical EGS (15) and then 
carried out repeated annealings (45 for L 
80), both CA and QA. The annealing param- 
eters T (for CA) or F (for QA) were de- 
creased stepwise from the initial value of 
To = 3 or Fo = 2.5 down to zero, with a total 
of T MC steps per spin (18). 

The residual energy ?res(') for L = 80 is 

plotted in Fig. 1 against 7, actually the MC 
computer time, for both CA and QA. QA ap- 
pears definitely superior to CA, with a lower 
res(T) for large T. This theoretical finding is 

consistent with the experimental evidence of 
significantly faster relaxation times observed in 
QA (4). The T dependence of our QA data does 
depend on the chosen values of P and T, par- 
ticularly on the value of PT, whose optimal 
value appears to be around PT = 1. An increase 
of P for a fixed value ofPT(Fig. 1, inset) ceases 
to be effective beyond a certain characteristic 
length (depending on PT) in the Trotter direc- 
tion. The computational cost increases linearly 
with P, and the choice P = 20 (corresponding 
to T = 0.05) was found to be optimal up to the 
largest values of T used. 

A feature evident in our Eres() CA data is 
the small but consistent deviation from a pure 
power law, suggesting serious reconsideration 
of all the earlier power-law claims (11, 12). 
Because the slope (or apparent power) system- 
atically declines for increasing T, it is natural to 
ask whether it will asymptotically extrapolate to 
zero in accordance with the Huse-Fisher loga- 
rithmic law (3). If we write this law in the form 
?res- "1/ = A log(yT), where A is a prefactor and 

Fig. 1. Comparison of 0.1 .. ...... ........ . . ........ , ,,,_ 
the residual energy per 
site for an 80 X 80 dis- o- CA 

o-o QA (PT=l), P=20 ordered 2D Ising model 
after classical and 
quantum annealing. 
The QA data shown ___ 
correspond to the opti- 0." 1 .. .. , . . . 
mal value of PT = 1, 001- QA (PT=1) -' P=190 
with T = 0.05 and P =- . - 
20 Trotter replicas. For \ 
fair comparison, the -0.01- 
annealing time T used 
in the QA has been 
rescaled (multiplied by 
P) so that points at the 0.001 ""J ' ' 
same 7 require the i 1 

o 
103 i 104 106 

0.001 I10 1 10 
4 

0 106 same computer time io1 102 103 104 105 106 107 
(MCS, Monte Carlo T [MCS] 
steps). The lower resid- 
ual energy signifies that QA is superior to CA. Inset: T-unrescaled QA data for the same system for 
increasing values of P. Note the satisfactory convergence for P = 20. 
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y is a rate constant, and replace the time with 
the number of MC steps, we can plot the CA 
data as in Fig. 2. The extrapolated behavior is 
indeed compatible with a straight line. Howev- 
er, as Fig. 2 shows, it is impossible to extract a 
value for the exponent 3; in particular, we can- 
not establish whether t - 2 (3) is any better, as 
might have been expected. 

To shed some light on the actual asymp- 
totic form of residual energy in QA, we begin 
with a cartoon of the instantaneous energy 
spectrum ofEq. 1 versus F (Fig. 3), suggested 
by small-systems exact diagonalizations. For 
sufficiently large initial Fo >> IJlI, the 
ground state, generally nondegenerate (19), 
must have a finite excitation gap. Imagine 
following the Schr6dinger evolution of an 
initial ground-state wave function IPro(t = 

0)) while reducing F gradually to zero as a 

Fig. 2. The same CA data as in 
Fig. 1, replotted (see text) so as 
to fall on a straight line if obey- 
ing the Huse-Fisher logarithmic 
law. Although this form is seen 
to be asymptotically compatible 
with the data, extraction of a 
value for the exponent 5 is im- 
possible. 

Fig. 3. Cartoon of the 
lowest instantaneous 
eigenvalues of a (finite- 
size) Ising glass as a 
function of the trans- 
verse field r, or of a 
generic complex sys- 
tem as a function of its 
zero-point kinetic ener- 
gy r. Note the two 
avoided crossings of 
the ground state, 
marked by arrows and 
enlarged in the upper 
insets. Lower inset: 
Schematic of a Landau- 
Zener crossing. At each 
crossing the system 
will follow adiabatically 
the ground state only if 
r is reduced sufficient- 
ly slowly. The infinite 
system will exhibit an 
infinite cascade of 
crossings as F -- 0. 

function of time (10). The instantaneous gap 
of our disordered magnet will close as F 
decreases through the quantum phase transi- 
tion at Fc (20-22). After that, ground-state 
level crossings begin. The arrows in Fig. 3 
point to two crossings [really avoided cross- 
ings (19) because the problem possesses no 
symmetry]. Each instantaneous ground-state 
crossing is associated with tunneling of the 
whole system between two valleys, one broad 
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exp(-Tr/T'), where the characteristic tunneling 
time Tr = (haot0)/(2TrA2), h is Planck's con- 
stant divided by 2Tr, A is the tunneling am- 
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(whose splitting at crossing is 2A), and a is 
the relative slope of the two crossing branch- 
es as a function of F (23). One can estimate 
A - exp[-dab/l(r)], where dab is a suitable 
distance between states la) and lb) [in the 
Ising case, the number of spins flipped in the 
tunneling process (21)], and t(F) is a typical 
wave function localization length, which 
must vanish as F -> 0, o(F) F" with some 
exponent q > 0. The tunneling time becomes 
exponentially large for small F, T, 
exp(2dab/Fp), and an exceedingly small 
width - A of each tunneling event justifies 
treating the multiple crossings as a cascade of 
independent LZ events. Once the system fails 
[with a probability Pr(T) = exp(-r/Tr)] to 
follow the ground state at the LZ crossing 
occurring at F, it will eventually attain an 
average excitation energy Eex(F) > 0. If we 
let Z(r)dF be the number of LZ crossings 
taking place between F and (r + dF), the 
average residual energy can be estimated as 
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where rc marks the first level crossing. The 
large T behavior of this function is domi- 
nated by the F -> 0 behavior of Z(F)Eex(r), 
and of Tr. If we assume that, for small F, 
Z(F)Eex(r) - r" and Tr, exp(A/Fr), we 
finally get ?res(T) log- QA(T), with an 

exponent ,QA = (1 + w)/Ap. The exponents 
w and (p are not obvious. A semiclassical 
expression (23) for the decay of a wave 
function inside a barrier suggests (p = 1/2. 
The average excitation energy attained by 
missing the ground-state "track" at F 
should scale as F2 for small F, because all 
eigenvalues start out as F2 for F -> 0. The 
total number of LZ crossings occurring 
from 0 to r should not be larger than the 
number of classical states in the energy 
window (EGS, EGS + ), which is approx- 
imately equal to p(0)F [where p(0) is the 
density of classical states at the ground 
state energy (16)], so that the density of 
crossings Z(F -> 0) -> p(0), at most. This 
yields o = 2 as our most reasonable 
estimate. 

We conclude that (QA = (1 + o)/(p can be 
as large as 6 for a spin glass, and that in any 
case it is above the classical bound t c 2 (3). 
Hence, QA of the Ising spin glass is predicted 
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to be again logarithmically accurate, not fun- 
damentally different in this respect from CA. 
We therefore expect that a quantum compu- 
tation based on QA will not transform a hard 
nonpolynomial (NP-complete) computational 
problem into a polynomial one. On the con- 
trary, the above reasoning suggests that a 
logarithmically slow annealing also applies to 
the present 2D Ising case, which is not NP- 
complete (14). The slowing-down effect of 
the LZ cascade illustrated above is particu- 
larly severe in problems, like the Ising spin 
glass we have considered, where the classical 
spectrum has a gapless continuum of excita- 
tions above the ground state. Satisfiability 
problems, for which encouraging results were 
recently presented (10), differ from the Ising 
spin glass in that they possess a discrete 
classical spectrum and a finite excitation gap. 
We observe that in general a gap will cut off 
the LZ cascade precisely in the dangerous 
low-F region, which may eliminate the loga- 
rithmic slowing down of QA. Nonetheless, 
even in the gapless case, the advantage of QA 
over CA is far from negligible because of the 
generally larger exponent QA? of the loga- 
rithm. To get an idea of the order of magni- 
tudes involved, consider the relative increase 
of annealing time (T'/T) needed to improve 
the accuracy of a certain annealing, say with 
Tr 106 (in appropriate units), by a factor of 
10. In CA ([ = 2), this would require (7T/T) 

T'[l0 ]- 1 1013. In QA (4 = 6), the same 
result would be accomplished with (T'/T) 
102 8, an enormous saving of computer effort. 
Moreover, the PIMC version of QA is easy to 
implement on a parallel computer, which pro- 
vides an extra advantage. Optimization by 
QA of a vast variety of problems, after a 
suitable fictitious kinetic term is identified 
case by case, is an open avenue and stands as 
a worthy challenge for the future. 
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Coscinodiscus is regarded as one of the larg- 
est genera of marine planktonic diatoms (1). 
The species Coscinodiscus asteromphalus, 
Coscinodiscus granii, Coscinodiscus radia- 
tus, and Coscinodiscus wailesii are frequently 
found in marine habitats and can be grown in 
quantities sufficient for biochemical studies 
(2, 3). Their siliceous cell wall (valve) (Fig. 
1A) is a honeycomb consisting of the vertical 
areolae walls arranged in hexagons (Fig. lB). 
Both the roof and the floor of the honeycomb 
are formed by plates with numerous perfora- 
tions. The internal plate exhibits a single hole 
(foramen) exactly in the center of each hexa- 
gon. The outside plate is a thin silica layer 
(cribrum) perforated by a complex but highly 
symmetric arrangement of pores. The valve 
structure can be interpreted as a hierarchy of 
self-similar patterns. Each of the hexagonally 
arranged chambers (areolae) embodies a set 
of hexagonally arranged pores (cribrum), and 
each of these pores in turn embodies a set of 
even smaller pores in a hexagonal arrange- 
ment (cribellum). It is this elaborate pattern- 
ing that produces the intricate structures ob- 
served under the scanning electron micro- 
scope (SEM) (Fig. 1C). 

The silica shell of diatoms consists of two 
overlapping valves (Fig. 1A). During cell 
division, a new valve is formed inside the cell 
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by controlled precipitation of silica within a 
specialized membrane vesicle called the sili- 
ca deposition vesicle (SDV) (4). Detailed 
electron microscopic studies by Schmid and 
Volcani (5) led to a phenomenological de- 
scription of wall morphogenesis in C. 
wailesii. According to this work, definite 
stages of silica deposition within the SDV 
can be discerned during morphogenesis of a 
new valve. Initially, development of the base 
layer containing the foraminae is followed by 
the construction of the hexagonally arranged 
walls of the areolae. The outer layer (cribrum 
and cribellum) are completed later. A partic- 
ular feature of outer-layer construction is that 
fabrication of the cribrum is centripetal in 
relation to the areolae, that is, fabrication of 
the cribrum on top of each areola begins at 
the hexagonally arranged walls and continues 
toward the middle of each areola. Finally, all 
the pores within a cribrum are further modi- 
fied by precipitating silica to establish the 
cribellum. 

A mechanistic model of wall morphogen- 
esis should explain not only the creation of 
particular patterns but also the growth behav- 
ior of cribra and cribella. An earlier model for 
pattern formation based on electron micro- 
scopic observations postulated a complex and 
highly regulated assembly of different cell 
organelles and vesicles creating a precisely 
shaped mold for the expanding SDV and the 
precipitating silica in it (6). However, the 
cellular mechanism that could control the 
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Diatoms are encased in an intricately patterned wall that consists of amorphous 
silica. Species-specific fabrication of this ornate biomineral enables taxonomists to 
identify thousands of diatom species. The molecular mechanisms that control this 
nanofabrication and generate the diversity of patterns is not well understood. A 
simple model is described, in which repeated phase separation events during wall 
biogenesis are assumed to produce self-similar silica patterns in smaller and smaller 
scales. On the basis of this single assumption, the apparently complex patterns 
found in the valves of the diatom genus Coscinodiscus can be predicted. Microscopic 
analysis of valves in statu nascendi from three different Coscinodiscus species 
supports the conclusions derived from the model. 
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