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the electromagnetic power from the ergo- 
sphere wind to be comparable to that coming 
directly from the rapidly rotating black hole's 
horizon by the Blandford-Znajek mechanism 
(7): LBZ ~ 

(1r/4)(a2c/VA)Bo2rH2c/o. The to- 
tal electromagnetic power from the spinning 
black hole then would be LEM -2 LBZ - 

(7r/2)(a2c/vA)Bo2rH2c/pO -0.4 Bo2rs2c/po, 
which is consistent with the value we ob- 
tained from our numerical simulation (LEM 
-0.39 Bo2rs2cl/o). 

The process may be applicable to the for- 
mation of jets from active elliptical galaxies 
such as M87. Such galaxies typically have 
small amounts of gas and dust, and a tenuous 
accretion disk will form around the central 
black hole. In this case, the power generated by 
the magnetic mechanism of the jet formation 
driven by rotation of a Kerr black hole may be 
comparable to that of the accretion disk (26). 
The MHD Penrose process also may be related 
to gamma-ray bursts (27). Plasma in the polar 
regions of the ergosphere will fall directly into 
the black hole, forming a low-density region 
there. An outgoing Alfven wave will be gener- 
ated in the same polar region. When we con- 
sider a strong magnetic field (Bo = 1015 Gauss) 
around a stellar-mass [M = 10 Ms, where 

Msn is the solar mass (M sn = 2 X 1030 kg)], 
extremely rapidly rotating (a = 1), Kerr black 
hole, the power of the Alfven wave is estimated 
to be LEM - 4 X 1052 erg/s, which is similar to 
the power seen in gamma-ray bursts. The pow- 
er is on the same order as the estimation based 
on the Blandford-Znajek mechanism (28). Fur- 
thermore, if the Alfven wave is converted into 
plasma kinetic energy by some mechanism 
(24), it would produce a relativistic jet with a 
small amount ofbaryons, which also is required 
to produce a gamma-ray burst event. 
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Quantum Impurities in the 

Two-Dimensional Spin One-Half 

Heisenberg Antiferromagnet 
O. P. Vajk,1 P. K. Mang,2 M. Greven,2z3* P. M. Gehring,4 

J. W. Lynn4 

The study of randomness in low-dimensional quantum antiferromagnets is at 
the forefront of research in the field of strongly correlated electron systems, 
yet there have been relatively few experimental model systems. Complemen- 
tary neutron scattering and numerical experiments demonstrate that the spin- 
diluted Heisenberg antiferromagnet La2Cu1_z( Zn,Mg)zO4 is an excellent model 
material for square-lattice site percolation in the extreme quantum limit of spin 
one-half. Measurements of the ordered moment and spin correlations provide 
important quantitative information for tests of theories for this complex quan- 
tum-impurity problem. 
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The field of low-dimensional quantum mag- 
netism has been of enormous interest to the 
condensed-matter physics community ever 
since the discovery that La2CuO4, the parent 
compound of the original high-temperature 
superconductor (La,Ba)2CuO4, is a model 
two-dimensional (2D) quantum (spin-1/2) an- 
tiferromagnet. Because the superconductivity 
occurs in the vicinity of an antiferromagnetic 
phase in these materials, it appears likely that 
antiferromagnetic fluctuations are at least 
partially responsible for their rich physics. 
One of the new frontiers in condensed-matter 
physics lies in the field of quantum critical 
behavior, especially of "dirty" low-dimen- 
sional systems involving quantum impurities 
(1). Although there has been much progress 
in the experimental investigation of quantum 
impurities in the simpler 1D S = 1/2 chain (2) 
and ladder compounds (3), experiments with 
the 2D analog have been restricted to low- 
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impurity concentrations because of the lack 
of suitable samples (4-7). 

We have investigated the properties of the 
spin-l/2 square-lattice Heisenberg antiferro- 
magnet (SLHAF) in the presence of a signif- 
icant density z of quenched, spinless quantum 
impurities, up to and through the percolation 
threshold. Specifically, the combined experi- 
mental and numerical results for the ordered 
moment Mst(z) and spin correlations ~(z,T) 
demonstrate that La2Cul_z(Zn,Mg)=O4 is 
well described by the Hamiltonian 
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U = J EPiPjSi 
' 

Sj, U = J EPiPjSi 
' 

Sj, (1) (1) 

where the sum is over nearest-neighbor (NN) 
sites, J is the antiferromagnetic Cu-O-Cu su- 
perexchange, Si is the S = 1/2 operator at site 
i, Pi = 1 on magnetic sites, and pi = 0 on 
nonmagnetic sites. 

In the absence of quantum fluctuations, 
the NN square lattice undergoes a geometric 
transition with site dilution z at the percola- 
tion threshold Zp = 40.725% (8, 9). As indi- 
cated in Fig. 1, below this concentration there 
is always one cluster of connected sites that 
spans the infinite lattice. Above zp, the lattice 
consists entirely of finite-sized clusters. In 
studies of site-diluted S = 5/2 Heisenberg 
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and Ising antiferromagnets, long-range order 
was found to disappear only above zp (10). 
However, in the extreme quantum limit of 
S = 1/2, previous measurements of the Neel 
temperature TN extrapolated to TN = 0 well 
below zp (4-6), and the possible existence of 
a new quantum critical point at zs = 1/2 < zP 
has also been raised based on theoretical (11, 
12) and numerical (13) considerations. Re- 
cent Monte Carlo simulations of Eq. 1 sug- 
gest that the site-diluted S = 1/2 SLHAF 
remains ordered up to the percolation thresh- 
old (14, 15), but possibly with new, nonclas- 
sical critical exponents (14). Our experimen- 
tal data allow us to rule out the existence of a 
quantum critical point significantly below zp, 
and we find that Mst(z) is reasonably well 
described, up to z ~ 30%, by a recent com- 
bined spin-wave theory and T-matrix ap- 
proach (16). 

In addition to information about the 
ground state properties, knowledge of the 
temperature and doping dependence of the 
2D instantaneous spin-spin correlation 
length, ~(z,T), provides valuable information 
about the dynamics of the spin degrees of 
freedom. Neutron scattering studies of the 
spin correlations of La2CuO4 (17) and related 
materials (18, 19), as well as numerical re- 
sults (20), have served as important tests of 
theories for Eq. 1 in the absence of quantum 
impurities (21, 22). Remarkably, even though 
the quenched disorder leads to the loss of 
Lorentz invariance, a quantum nonlinear sig- 
ma model approach developed for Eq. 1 in 
the absence of disorder is found to give an 
excellent effective description of ~(z,T) up to 
at least z = 35%. Our experimental and nu- 
merical results can help guide the develop- 

ment of an underlying theory for the random- 
ly diluted system. 

Several experimental difficulties have 
previously prevented quantitative experimen- 
tal studies of randomly diluted La2CuO4. 
First, the highest reported concentration of 
nonmagnetic ions is 25% (4), still well below 

zp. Second, single crystal results have been 
limited even further, to z ~ 15% (5, 7). 
Third, the excess oxygen typically found in 
as-grown samples introduces holes into the 
copper-oxygen sheets, which frustrate the an- 
tiferromagnetism and quickly destroy mag- 
netic order (23). Differing values for TN(z) 
indicate that this problem has not been fully 
resolved (4-7). 

By jointly substituting Zn and Mg on the 
Cu site, we were able to grow 
La2Cul_z(Zn,Mg)zO4+t crystals by the trav- 
eling-solvent floating-zone method. The Zn 
content was approximately 10%, whereas the 
Mg content varied. Typical single grain sec- 
tions were 40 mm long and 4 mm in diameter. 
Both Zn2+ and Mg2+ are nonmagnetic, ef- 
fectively removing a magnetic site without 
introducing charge carriers. Zn2+ has a larger 
ionic radius than Cu2+, and Mg2+ has a 
smaller ionic radius than Cu2+. Composition- 
al analysis was carried out by electron probe 
microanalysis on end sections of the crystals. 
The samples were carefully reduced at T = 
900? to 950?C in Ar flow. Several crystals 
used for neutron scattering had a small Cu/ 
Zn/Mg concentration gradient, typically 1 to 
2% dilution, along the full length of the crys- 
tal. Mosaic widths were very good, 15' full 
width at half maximum (FWHM) or less. 
Small, very homogeneous sections a few cu- 
bic millimeters in size were cut from the 

larger crystals for magnetometry. Polycrys- 
talline samples, with concentrations assumed 
to be equal to their nominal values, yielded 
similar magnetometry results. 

Elastic scattering at the (1,0,0) Bragg peak 
(orthorhombic notation), shown in Fig. 2A, 
was used to determine TN and MSt(z). We find 
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Fig. 1. Schematic of finite-sized sections of the infinite square lattice with random site dilution 
levels well below (31%), just below (40.7%), and above (45%) the percolation threshold zp 
40.725% (9). Sites on the infinite cluster are shown in red, sites on finite disconnected clusters are 
in blue, and diluents are in white. The inset is a close-up view for z = 40.7%, showing the role that 
magnetic Cu and nonmagnetic Zn/Mg ions play in the experimental system. 

Fig. 2. (A) (1,0,0) magnetic peak intensity from 
neutron diffraction (orthorhombic notation). A 
temperature-independent background has been 
subtracted. Lines represent fits for the magnet- 
ic order parameter squared, - (TN - T)21 with 
13 0.30, assuming a Gaussian distribution of 
TN (typically =4 K) to describe the rounding 
due to the small inhomogeneities present in 
the large samples used. (B) TN from neutron 
diffraction (crystal) and magnetometry (crystal 
and powder sample). Above z ~ 20%, TN(z) 
deviates from an extrapolated line, approaching 
zero at the percolation threshold z_. Lines cor- 
respond to constant correlation lengths p2D/a 
= 25 and 100 from Monte Carlo simulations of 
the randomly diluted S = 1/2 NN SLHAF; 
dashed regions are extrapolated from higher 
temperature. (C) Staggered moment per Cu 
atom, normalized by the value for the pure 
system. The neutron data are consistent with 
previous NQR results (6). The data are well 
described by a power law with z = 1/2 = z and 
exponent 3ef = 0.45(3). Also shown are recent 
Monte Carlo (15) and theory (16) for S = 1/2, 
as well as the classical (S -> oo) result (15). 
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long-range Neel order even at z = 39%, 
where TN is only 8 K. Figure 2B shows our 
result for TN(z). Below z ~ 20%, the data 
agree well with the linear behavior found in 
previous experimental (4-6) and recent theo- 
retical (16) work. However, we find that TN 
falls off more gradually at higher concentra- 
tions. Quantum fluctuations for S = 1/2 ap- 
parently are not strong enough to noticeably 
shift the critical point: zs = 1/2 = z,, within 
the uncertainty of our experiment. 

In order to probe the ground state proper- 
ties of La2Cu1_z(Zn,Mg)zO4, we have ex- 
tracted Mst(z) from the low-temperature 
(1,0,0) intensity. To facilitate normalization 
between samples, we measured the intensity 
of a standard phonon for each sample to 
determine the illuminated volume; normaliz- 
ing by sample mass gives the same result 
within the errors. The resulting normalized 
moment per Cu atom is plotted in Fig. 2C. 
Our data are consistent with previous nuclear 
quadrupole resonance (NQR) measurements 
below z = 15% (6). Numerical results for Eq. 
1 deviate somewhat in their magnitude, but 
also suggest thatZs = 1/2 = zP (14, 15). Recent 
theory (16), which uses a spin-wave theory 
and T-matrix approach and is expected to be 
valid at low and intermediate concentrations, 
gives a good description of our data up to z 
30%. The classical (S -> oo) behavior is sig- 
nificantly different, because the reduction of 
the moment is attributed only to Cu sites 
being disconnected from the infinite cluster. 
It should be noted that already Mst(0) is re- 
duced from the classical value Mst,cl(0) = 1/2 
by about 40% because of quantum fluctua- 

Fig. 3. (A) Representa- 
tive equal-time struc- 
ture factor data. The 
solid red line represents 
a fit to the data, as dis- 
cussed in the text, and 
the dashed black line 
indicates the instru- 
mental resolution. This 
measurement was car- 
ried out in two-axis 
mode with 30.5-meV 
incident neutron ener- 
gy and horizontal colli- 
mations of 40'-27.5'- 
sample-23.7'. (B) Spin- 
spin correlation lengths 
in units of the lattice 
constant. Colored sym- 
bols represent results 
from neutron scatter- 
ing measurements of 
La2Cu 1 z( Zn,Mg)z04; 
black symbols repre- 
sent Monte Carlo data 
for z = 8, 20, 31, 35, 
41, and 46%. No ad- 
justable parameters 
were used in the com- 
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tions (20, 24). These fluctuations evidently 
increase with dilution, further weakening the 
ordered moment, but not sufficiently to dis- 
order the system below zp. The experimental 
data are well described by a power law with 
Zs = 1/2 = Z and an effective exponent 1B3fe = 

0.45(3). In their finite-size scaling analysis, 
Kato et al. (14) extracted spin-dependent crit- 
ical exponents, with 3 = 0.46 for S = 1/2, 
which is substantially different from the clas- 
sical value 3l, = 5/36 (8). However, it has 
been argued that these are not the true critical 
exponents, which should equal the classical 
values (15). 

We also performed a systematic study of 
the instantaneous 2D spin-spin correlation 
length ~(z,T) in the paramagnetic phase of 
La2Cu _z(Zn,Mg)O4. The equal-time struc- 
ture factor was measured in two-axis, energy- 
integrating mode (17). Figure 3A shows rep- 
resentative data for z = 19% at T = 200 K. 
The scattering broadens as ( decreases, both 
with increasing temperature and increasing 
dilution. Correlation lengths were obtained 
from fits to a Lorentzian, - 1/(1 + q2D2 2), 

where q2D is the 2D momentum transfer com- 
ponent in the CuO2 sheets relative to the zone 
center at H = 1, convoluted with the instru- 
mental resolution. The extracted lengths are 
plotted versus J/Tin Fig. 3B. The data shown 
were cut off above TN by 1 SD (4 K), as 
obtained from fits of the order parameter 
assuming a Gaussian distribution in TN (Fig. 
2A). Temperature is scaled by J = 135 meV, 
the antiferromagnetic superexchange energy 
of the pure system (17). The data reveal that 
doping significantly decreases the rate at 
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parison. Experimental and numerical results forz = 0 are from (17, 20), and the solid line is Eq. 2. Dashed 
lines are fits to Eqs. 3 and 4, as discussed in the text. 

which correlations grow as the system is 
cooled. Specifically, at high concentrations 
((z,T) crosses over from exponential to 
power-law behavior. We note that the z = 
40(2)% and 43(2)% samples do not exhibit 
Neel order at 1.4 K (JIT - 1100), and the 
spin correlations appear to approach a con- 
stant zero-temperature value, as expected 
for z > zp. 

In order to test the degree to which the 
experimental system is described by Eq. 1, 
we have performed quantum Monte Carlo 
(QMC) simulations to calculate ((z,T). We 
used the loop-cluster algorithm, which is suit- 
ed to study the randomly diluted Heisenberg 
model (25). Lattice sizes 10 to 20 times larger 
than the correlation length were used in order 
to avoid finite-size effects. We were able to 
perform our calculations on very large lattic- 
es of up to 1700 X 1700 sites and to temper- 
atures as low as T = J/100. Previous numer- 
ical work involved system sizes as large as 
20 X 20 (13, 26) and reached T = J/2 (26) 
and T = J/20 (13). Between 5 and 200 con- 
figurations were averaged for each tempera- 
ture and concentration, and we chose 104 to 
105 equilibrations and 104 to 105 measure- 
ments per configuration. The QMC results 
(Fig. 3B) extend to higher temperatures and 
thus complement the experiment, covering a 
combined three orders of magnitude in tem- 
perature. We emphasize that this comparison 
contains no adjustable parameters, because J 
is known rather well for the experimental 
system. We find excellent quantitative agree- 
ment up to the percolation threshold. 

The ground state of the pure SLHAF is 
ordered, but quantum fluctuations renormal- 
ize the spin-wave velocity, c = 2\/2SZoJa, 
and spin-stiffness, p~ = S2 ZpJ, from their 
classical values (we use units in which gt% = 
kB = h = 1). ForS = 1/2 andz = 0, the 
quantum renormalization factors Zc and Z 
are known from various theoretical and nu- 
merical studies. Using these quantities, ~(z = 
0,2) is quantitatively given by (21, 22) 

- e c/a e2Prp/T [1 
a 8 2'rrp 

^ 
(\2w j (2) 

Even though Eq. 2 is strictly valid only at 
asymptotically low temperatures (20-22), it 
agrees remarkably well with experiment (17- 
19) and numerics (20) for S = 1/2 in the 
range 2 < (/a < 200 shown in Fig. 3B. The 
derivation of Eq. 2 involves a mapping of the 
discrete Heisenberg Hamiltonian Eq. 1 to a 
quantum nonlinear sigma model (QNLo'M), 
and it is based on the assumptions of an 
ordered ground state and of translational in- 
variance. Random dilution breaks translation- 
al invariance of the SLHAF and leads to 
defect rods in the time-like direction of the 
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effective QNLo'M. The latter implies the loss 
of Lorentz invariance, and a QNLoM de- 
scription may no longer remain valid (16, 
21). Nevertheless, it is valuable to test the 
extent to which this description may hold. 
Because there exist no accurate predictions 
for c(z) and p5(z), such a test requires us to 
treat these zero-temperature quantities as fit 
parameters. A modified form of Eq. 2 

e c/a e2~ps/T 
a 8 2rp,s 1 + (4n7ps/T)- T (3) 

with VT = 1, has been suggested for disorder- 
free systems approaching a quantum critical 
point (27), where ps = 0 and -~ 1IT (21). 
Even though zs = 1/2 = Zp may not be a 
quantum critical point, random dilution re- 
duces the spin stiffness and may be viewed as 
bringing the system closer to such a point in 
an extended parameter space. In a classical 
picture, z = zp is a (geometric and thermal) 
multicritical point, and ps = 0 as well as 
power-law behavior are expected. The ther- 
mal correlation length exponent VT = 0.90(5) 
was previously determined for the S = 5/2 
system Rb2(Mn,Mg)F4 (10). Furthermore, for 
z > zp it was found that the data were well 
described by the form 

1 1 1 
T) tZ) + (4) 5(z,T) -0(z) 5T(T) 

where 5o is a zero-temperature length, possi- 
bly reduced from the geometric length of the 
percolation problem by small quantum fluc- 
tuations, and - T- 7VT 

We find that Eq. 2 gives a very good 
description of our data, especially at lower 
concentrations, and for y/a > 8 to 10 at z = 
31% and 35%. The modified form Eq. 3, 
however, even captures the high-temperature 
power-law behavior at the higher concentra- 
tions. Results of fits to Eq. 3 of our QMC data 
for z < zp are shown in Fig. 3B and summa- 
rized in Table 1. Fits to Eq. 2 result in large 
uncertainties in the value of the spin-wave 
velocity, but ps(z) and c(z) extracted using 
these two forms agree within the errors. For 
the pure system, a fit of numerical data (20) 
below (la = 200 yields 27rp,(0) = 1.18(1)J 
and c(0) = 1.33(3)Ja, about 4% higher and 
20% lower, respectively, than the most accu- 
rate estimate (20). A recent combined 

QNLo'M and percolation theory approach 
(12) resulted in 

P,(O) = A() z)1 P(z) 1-- (0) 

(5) 

where g(0) = 0.685 is the coupling constant 
corresponding to the S = 1/2 SLHAF at z = 
0 (21), and A(z) and PO(z) are the bond 
dilution factor and the probability of finding a 
spin in the infinite cluster. The latter two 
quantities are well described up to z ~ 37% 
and z ~ 30%, respectively, by A(z) 1 - Trz 
+ rrz2/2 and PO(z) ~ 1 - z (8, 28). Equation 
5 incorrectly predicts ps(z ~ 30%) = 0, and 
hence a quantum critical point well below the 
percolation threshold (12). To our surprise, 
we find that substituting 1 + z for 1/P7(z) 
quantitatively describes ps(z)/p(0) even at z = 
35%, as shown in Table 1. This substitution is 
correct at low concentrations and prevents the 
second term in Eq. 5 from going to zero 
below Zp. We note that Eq. 5 is a one-loop 
renormalization-group result, and higher-or- 
der terms can be expected to improve agree- 
ment with our observations. The expression 
for the spin-wave velocity that corresponds to 
Eq. 5, (12), c(z)/c(O) = A(z) (1 + z/2), de- 
creases monotonically with dilution and 
hence does not describe the behavior found 
from our fits (Table 1). 

For z > Zp, the joint experimental (z = 
40(2)% and z = 43(2)%) and numerical (z = 
41% and z = 46%) data are fit to Eq. 4. Better 
results are obtained if l/go is allowed to be 
nonzero: ~o(z = 41%)/a = 50(20) and v7(z 
41%) = 0.72(7). A value of v VT 0.7, togeth- 
er with zs = 1/2 = Zp, is also obtained in a 
scaling analysis of our numerical data. We 
note that this value lies below vT = 0.90(5) 
for the S = 5/2 system Rb2(Mn,Mg)F4 (10). 
Fits to the data at the highest concentration 
give vT = 0.70(7) and ~o/a = 7(1). 

The percolation threshold zp 40.7% is 
for the NN square lattice, and a nonzero 
frustrating next-NN (NNN) exchange could, 
in principle, shift zp and lead to low-temper- 
ature spin-glass physics. The NNN exchange 
in La2CuO4 is expected to be frustrating and 
may be as large as 8% J (18), which would 
lead to a small reduction of the ordered mo- 

Table 1. Spin stiffness and spin-wave velocity extracted from fits of numerical data to Eq. 3. For z < 35%, 
VT was fixed to be 1. At z = 35%, a better fit was obtained using VT = 0.88(1). Equation 5 is modified 
by substitution of 1 + z for 1/P,o, as discussed in the text. Theory for c(z) is given by c(z)/c(0) = A(z)(1 + 
z/2), as described in the text. The values for 2T'rp(0) and c(0) are from (20). 

z 2rrps(z)/J Modified Eq. 5 c(z)/J/a Theory 

0 1.18(1) 1.13 1.33(3) 1.66 
0.08 0.79(1) 0.71 1.35(8) 1.31 
0.20 0.31(1) 0.28 1.43(9) 0.79 
0.31 0.063(1) 0.065 1.03(2) 0.34 
0.35 0.026(1) 0.025 0.69(1) 0.18 

ment, but should not shift the critical point 
(10). The dominant further-neighbor interac- 
tion may actually be a ring exchange among 
the four Cu sites on a square (29), which 
cannot extend connectivity beyond the NN 
percolation threshold. In any case, further- 
neighbor interactions do not seem to notice- 
ably affect the nature of the transition in 

La2Cu1Z(Zn,Mg)Z4, Z= 1/2 = zp within 
the uncertainty of our experiment, and we 
find no evidence of spin-glass behavior. 

The correction terms to Eq. 1 can be 
expected to change as a result of the observed 
evolution of the low-temperature structure. 
Above z ~ 25%, N6el order occurs in a 
low-temperature tetragonal phase. Neverthe- 
less, we find that T7(z) evolves smoothly. 
Interestingly, our QMC data for Eq. 1 indi- 
cate that, as for undoped La2CuO4 (17), TAz) 
corresponds very well to the temperature at 
which ~2Ja = 100, as shown in Fig. 2B. This 
suggests that any changes in the correction 
terms in the full spin Hamiltonian must be 
very subtle. 

Assuming that quantum fluctuations do not 
alter the classical T = 0 correlation length 
exponent, vo = vc, = 4/3 (8), our result of v 
0.7 suggests a crossover exponent cI = -V/Vr 
1.9, which is larger than the values I = 1.43 to 
1.7 predicted theoretically (30, 31). On the oth- 
er hand, ifz = Zp is a quantum critical point, it 
would suggest a dynamical critical exponent of 
z = 1/VT, 1.4. Series expansion and numerical 
approaches for the S = 1/2 bond percolation 
problem, which is closely related to the site 
percolation problem of the present study, pre- 
dict z = 1.7 to 2 (32), whereas recent QMC 
work for the site-diluted S = 1/2 SLHAF ar- 
rives at z = 2.5 (14). Our value is lower than 
these results, but also lies significantly above 
z = 1 for the Lorentz-invariant QNLrM (21), 
implying that the QNLoM fixed point is unsta- 
ble to randomness. 

Recent theoretical work for the randomly 
diluted S = 1/2 SLHAF has led to some exact 
results in the dilute limit of quantum impuri- 
ties (1) and to interesting new predictions at 
higher concentrations (12, 16). It has been 
argued that the presence of impurities should 
lead to localized spin excitations and to the 
breakdown of the classical hydrodynamic de- 
scription of excitations in terms of spin waves 
above a characteristic length scale (16). In 
this picture, the spin-wave velocity c(z) is not 
a well-defined quantity, but there is no insta- 
bility toward a disordered phase. Unlike dy- 
namic observables, static properties such as 
the staggered magnetization and TN remain 
well defined throughout the ordered phase. 
Because the spin-stiffness also remains well 
defined in this theory, one continues to ex- 
pect the correlation length to have the low- 
temperature form ~ - e2ps/T as for the pure 
system. We have been able to determine 
~(z,T) over a very wide range of impurity 
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concentrations and temperature, and arrive at 
the unexpected conclusion that Eq. 2, and 
especially the heuristic crossover form Eq. 3, 
provide an excellent description of our data. 
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Micro/Nano Encapsulation via 

Electrified Coaxial Liquid Jets 
I. G. Loscertales,'* A. Barrero,2* I. Guerrero,2 R. Cortijo,1 

M. Marquez,3'4 A. M. Gainan-Calvo2 

We report a method to generate steady coaxial jets of immiscible liquids with 
diameters in the range of micrometer/nanometer size. This compound jet is 
generated by the action of electro-hydrodynamic (EHD) forces with a diameter 
that ranges from tens of nanometers to tens of micrometers. The eventual jet 
breakup results in an aerosol of monodisperse compound droplets with the 
outer liquid surrounding or encapsulating the inner one. Following this ap- 
proach, we have produced monodisperse capsules with diameters varying be- 
tween 10 and 0.15 micrometers, depending on the running parameters. 
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generated by the action of electro-hydrodynamic (EHD) forces with a diameter 
that ranges from tens of nanometers to tens of micrometers. The eventual jet 
breakup results in an aerosol of monodisperse compound droplets with the 
outer liquid surrounding or encapsulating the inner one. Following this ap- 
proach, we have produced monodisperse capsules with diameters varying be- 
tween 10 and 0.15 micrometers, depending on the running parameters. 

Production and control of droplets and parti- 
cles of micrometer or even nanometer size 
with a narrow size distribution are of interest 
for many applications in science and technol- 
ogy. Usually, these particles are formed as 
either an aerosol or a hydrosol phase. Aero- 
sols and hydrosols of compound particles, 
such that each particle is made of a small 
amount of a certain substance surrounded by 
another one, are of particular importance for 
encapsulation of food additives (1-3), target- 
ed drug delivery (4-10), and special material 
processing (11, 12), among other technolog- 
ical fields. All of them resort to encapsulation 
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to provide such compound particles in the 
appropriate size range. 

The interest in encapsulation may be mo- 
tivated by a broad spectrum of reasons: to 
isolate an unstable component from an ag- 
gressive environment, to avoid decomposi- 
tion of a labile compound under a certain 
atmosphere, to deliver a given substance to a 
particular receptor, and so forth. Although the 
substance to be encapsulated may be either 
solid or liquid, the encapsulating agent is 
usually a polymer carrying solution or a melt- 
ed polymer. The key issue is the way to form 
the micrometer/nanometer-sized capsules 
from the bulk components, with controllable 
and adjustable coating thickness. 

One of the most widely adopted methods 
to obtain micrometer/nanometer capsules is 
based on emulsion technology (13-15). Two 
immiscible fluids, one carrying the substance 
to be encapsulated and the other one carrying 
the polymer for the shell, are stirred to form 
an emulsion. This emulsion is stabilized by 
pouring it into a third solution (double emul- 
sion process; DE), thereby extracting the 
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the polymer for the shell, are stirred to form 
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pouring it into a third solution (double emul- 
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polymer solvent and solidifying the polymer 
as a capsule. Related methods also incorpo- 
rate phase separation and similar physical or 
chemical phenomena (16, 17). 

Other approaches for encapsulation resort 
to the formation and control of liquid jets 
with diameters in the micrometer/nanometer 
range. In the electrospray (ES) technique, a 
conducting liquid is slowly injected through 
an electrified capillary tube. When the elec- 
tric potential between the liquid and its sur- 
roundings rises to a few kilovolts, the menis- 
cus at the tube exit develops a conical shape, 
commonly referred to as the Taylor cone. A 
thin microthread of liquid is issued from the 
tip of the Taylor cone, which eventually frag- 
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