
Theory indicates that the electronic structure of 
the cuprates is susceptible to transitions into a 
variety of ordered states (1-10). Experimentally, 
antiferromagnetism (AF) and high-temperature 
superconductivity (HTSC) occupy well-known 
regions of the phase diagram, but, outside these 
regions, several unidentified ordered states exist. 
For example, at low hole densities and above the 
superconducting transition temperature, the un- 
identified "pseudogap" state exhibits gapped 
electronic excitations (11). Other unidentified 
ordered states, both insulating (12) and conduct- 
ing (13), exist in magnetic fields sufficient to 
quench superconductivity. Categorization of the 
cuprate electronic ordered states and clarifica- 
tion of their relationship to HTSC are among the 
key challenges in condensed matter physics 
today. 

Because the suppression of superconductiv- 
ity inside a vortex core can allow one of the 
alternative ordered states (1-10) to appear there, 
the electronic structure of HTSC vortices has 
attracted wide attention. Initially, theoretical ef- 
forts focused on the quantized vortex in a Bard- 
een-Cooper-Schrieffer (BCS) superconductor 
with dx2y2 symmetry (14-18). These models 
included predictions that, because of the gap 
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nodes, the local density of electronic states 
(LDOS) inside the core is strongly peaked at the 
Fermi level. This peak, which would appear in 
tunneling studies as a zero bias conductance 
peak (ZBCP), should display a four-fold sym- 
metric "star shape" oriented toward the gap 
nodes and decaying as a power law with 
distance. 

Scanning tunneling microscopy (STM) stud- 
ies of HTSC vortices have revealed a very dif- 
ferent electronic structure from that predicted by 
the pure d-wave BCS models. Vortices in 
YBa2Cu307 (YBCO) lack ZBCPs but exhibit 
additional quasi-particle states at ?5.5 meV 
(19), whereas those in Bi2Sr2CaCu208+ (Bi- 
2212) also lack ZBCPs (20). More recently, the 
additional quasi-particle states at Bi-2212 vorti- 
ces were discovered at energies near +7 meV 
(21). Thus, a common phenomenology for low- 
energy quasi-particles associated with vortices is 
becoming apparent. Its features include (i) the 
absence of ZBCPs, (ii) a radius for the actual 
vortex core (where the coherence peaks are 
absent) of -10 A (21), (iii) low-energy quasi- 
particle states at +5.5 meV (YBCO) and +7 
meV (Bi-2212), (iv) a radius of up to -75 A 
within which these states are detected (21), and 
(v) the absence of a four-fold symmetric star- 
shaped LDOS. 

Because d-wave BCS models do not explain 
this phenomenology, new theoretical approach- 
es have been developed. Zhang (5) and Arovas 
et al. (22) first focused attention on magnetic 
phenomena associated with HTSC vortices with 
proposals that a magnetic field induces antifer- 
romagnetic order localized by the core. More 
generally, new theories describe vortex-induced 
electronic and magnetic phenomena when the 
anticipated effects of strong correlations and 

strong antiferromagnetic spin fluctuations are 
included (22-26). Common elements of their 
predictions include the following: (i) the prox- 
imity of a phase transition into a magnetic or- 
dered state can be revealed when the supercon- 
ductivity is weakened by the influence of a 
vortex (22-26), (ii) the resulting magnetic order, 
either spin (22, 23, 25) or orbital (24, 26), will 
coexist with superconductivity in some region 
near the core, and (iii) this localized magnetic 
order will generate associated spatial modula- 
tions in the quasi-particle density of states (23- 
26). Given the relevance of such predictions to 
the identification of alternative ordered states, 
determination of the magnetic and electronic 
structure of the HTSC vortex is an urgent 
priority. 

Information on the magnetic structure of 
HTSC vortices has recently become available 
from neutron scattering and nuclear magnetic 
resonance (NMR) studies. Near optimum dop- 
ing, some cuprates show strong inelastic neutron 
scattering (INS) peaks at the four k-space points 
(1/2 ?+ , 1/2) and (1/2, 1/2 ?+ ), where 8 - 1/8 
and k-space distances are measured in units of 
27rr/ao. This demonstrates the existence, in real 
space, of fluctuating magnetization density with 
spatial periodicity of 8ao oriented along the 
Cu-O bond directions, in the superconducting 
phase. The first evidence for field-induced mag- 
netic order in the cuprates came from INS ex- 
periments on Lal 84Sr0 16CuO4 by Lake et al. 
(27). When Lal 84Sro 16CuO4 is cooled into the 
superconducting state, the scattering intensity at 
these characteristic k-space locations disappears 
at energies below -7 meV, opening up a "spin 
gap." Application of a 7.5 T magnetic field 
below 10 K causes the scattering intensity to 
reappear with strength almost equal to that in the 
normal state. These field-induced spin fluctua- 
tions have a spatial periodicity of 8ao and wave 
vector pointing along the Cu-O bond direction. 
Their magnetic coherence length LM is at least 
20ao, although the vortex-core diameter is only 
-Sa. More recently, studies by Khaykovich et 
al. (28) on a related material, La2CuO4+y,, found 
field-induced enhancement of elastic neutron 
scattering (ENS) intensity at these same incom- 
mensurate k-space locations, but with LM > 
100a. Thus, field-induced static AF order with 
8ao periodicity exists in this material. Finally, 
NMR studies by Mitrovic et al. (29) explored 
the spatial distribution of magnetic fluctuations 
near the core. NMR is used because l/Ti, the 
inverse spin-lattice relaxation time, is a measure 
of spin fluctuations, and the Larmor frequency 
of the probe nucleus is a measure of their loca- 
tions relative to the vortex center. In YBCO at 
B = 13 T, the l/T1 of 170 rises rapidly as the 
core is approached and then diminishes inside 
the core. These experiments are all consistent 
with vortex-induced spin fluctuations occurring 
outside the core. 

Theoretical attention was first focused on the 
regions outside the core by a phenomenological 
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model that proposed that the circulating super- 
currents weaken the superconducting order pa- 
rameter and allow the local appearance of a 
coexisting spin density wave (SDW) and HTSC 
phase (23) surrounding the core. In a more 
recent model, which is an extension of (5) and 
(22), the effective mass associated with spin 
fluctuations results in an AF localization length 
that might be substantially greater than the core 
radius (30). An associated appearance of charge 
density wave order was also predicted (31) 
whose effects on the HTSC quasi-particles 
should be detectable in the regions surrounding 
the vortex core (23). 

To test these ideas, we apply our recently 
developed techniques of low-energy quasi-par- 
ticle imaging at HTSC vortices (21). We choose 
to study Bi-2212, because YBCO and LSCO 
have proven nonideal for spectroscopic studies 
because their cleaved surfaces often exhibit 
nonsuperconducting spectra. Our "as-grown" 
Bi-2212 crystals are generated by the floating 
zone method, are slightly overdoped with Tc = 
89 K, and contain 0.5% of Ni impurity atoms. 
They are cleaved (at the BiO plane) in cryogen- 
ic ultrahigh vacuum below 30 K and immedi- 
ately inserted into the STM head. Figure 1A 
shows a topographic image of the 560 A square 
area where all the STM measurements reported 
here were carried out. The atomic resolution 
and the supermodulation (with wavelength 
-26 A oriented at 45? to the Cu-O bond direc- 
tions) are evident throughout. 

To study effects of the magnetic field B on 
the superconducting electronic structure, we 
first acquire zero-field maps of the differential 
tunneling conductance (G = dI/dY) measured 
at all locations (x, y) in the field of view (FOV) 
of Fig. 1A. Because LDOS(E = eV) oc G(V), 
where V is the sample bias voltage, this results 
in a two-dimensional map of the local density 
of states LDOS(E, x, y, B = 0). We acquire 
these LDOS maps at energies ranging from -12 
meV to + 12 meV in l-meV increments. The B 
field is then ramped to its target value, and, after 
any drift has stabilized, we remeasure the topo- 
graph with the same resolution. The FOV 
where the high-field LDOS measurements are 
to be made is then matched to that in Fig. 1A 
within 1 A (-0.25ao) by comparing character- 
istic topographic/spectroscopic features. Final- 
ly, we acquire the high-field LDOS maps, 
LDOS(E, x,y, B), at the same series of energies 
as the zero-field case. 

To focus preferentially on B field effects, 
we define a type of two-dimensional map: 

E2 

S(x, y, B) = >[LDOS(E, x, y, B) 
E} 

- LDOS(E, x, y, 0)]dE (1) 

which represents the integral of all additional 
spectral density induced by the B field be- 
tween the energies E, and E2 at each location 
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(x, y). We use this technique of combined 
electronic background subtraction and energy 
integration to enhance the signal-to-noise ra- 
tio of the vortex-induced states. In Bi-2212, 
these states are broadly distributed in energy 
around ?7 meV (21), so S_52(x, y, B) effec- 
tively maps the additional spectral strength 
under their peaks. 

Figure lB is an image of S12(x, y, 5) 
measured in the FOV of Fig. 1A. The loca- 
tions of seven vortices are evident as the 
darker regions of dimension -100 A. Each 
vortex displays a spatial structure in the inte- 
grated LDOS consisting of a checkerboard 
pattern oriented along Cu-O bonds. We have 
observed spatial structure with the same pe- 
riodicity and orientation, in the vortex-in- 
duced LDOS on multiple samples and at 
fields ranging from 2 to 7 T. In all 35 vortices 
studied in detail, this spatial and energetic 
structure exists, but the checkerboard is more 
clearly resolved by the positive-bias peak. 

We show the power spectrum from the 
two-dimensional Fourier transform of 
S12(x,y, 5),PSlS2 (x,y, 5)]= {Fjsl'2(x,y, 5)]}2, 
in Fig. 2A and a labeled schematic of these 
results in Fig. 2B. In these k-space images, 
the atomic periodicity is detected at the points 
labeled by A, which by definition are at 
(0,?+1) and (+1,0). The harmonics of the 
supermodulation are identified by the sym- 
bols B, and B2. These features (A, B,, and 
B2) are observed in the Fourier transforms of 
all LDOS maps, independent of magnetic 
field, and they remain as a small background 
signal in PS[SI2(x, y, 5)] because the zero- 
field and high-field LDOS images can only 
be matched to within 1 A before subtraction. 
Most importantly, PS[SI2(X, y, 5)] reveals 
new peaks at the four k-space points, which 
correspond to the spatial structure of the vor- 
tex-induced quasi-particle states. We label 
their locations C. No similar peaks in the 
spectral weight exist at these points in the 
two-dimensional Fourier transform of these 
zero-field LDOS maps. 

To quantify these results, we fit a Lorent- 
zian to PS[S[2(x, y, 5)] at each of the four 
points labeled C in Fig. 2B. We find that they 
occur at k-space radius 0.062 A-' with width 
o = 0.011 + 0.002 A-'. Figure 2C shows 
the value of PS[S12(x, y, 5)] measured along 
the dashed line in Fig. 2B. The central peak 
associated with long-wavelength structure, 
the peak associated with the atoms, and the 
peak due to the vortex-induced quasi-particle 
states are all evident. The vortex-induced 
states identified by this means occur at (? 1/4, 
0) and (0, + 1/4) to within the accuracy of the 
measurement. Equivalently, the checkerboard 
pattern evident in the LDOS has spatial peri- 
odicity 4ao oriented along the Cu-O bonds. 
Furthermore, the width o' of the Lorentzian 
yields a spatial correlation length for these 
LDOS oscillations of L = (l1/'ro) 30 + 5 

A (or L ~ 7.8 ? 1.3ao). This is substantially 
greater than the measured (21) core radius. It 
is also evident in Figs. lB and 2A that the 
LDOS oscillations have stronger spectral 
weight in one Cu-O direction than in the 
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Fig. 1. Topographic and spectroscopic images of 
the same area of a Bi-2212 surface. (A) A topo- 
graphic image of the 560 A field of view (FOV) in 
which the vortex studies were carried out. The 
supermodulation can be seen clearly along with 
some effects of electronic inhomogeneity. The 
Cu-O-Cu bonds are oriented at 45? to the su- 
permodulation. Atomic resolution is evident 
throughout, and the inset shows a 140 A square 
FOV at x2 magnification to make this easier to 
see. The mean Bi-Bi distance apparent here is 
ao = 3.83 A and is identical to the mean Cu-Cu 
distance in the CuO plane ~5 A below. (B) A map 
of S2(x, y, 5) showing the additional LDOS in- 
duced by the seven vortices. Each vortex is ap- 
parent as a checkerboard at 45? to the page 
orientation. Not all are identical, most likely be- 
cause of the effects of electronic inhomogeneity. 
The units of S2(x, y, 5) are picoamps because it 
represents ~dl/dVA V. In this energy range, the 
maximum integrated LDOS at a vortex is -3 
pA, as compared with the zero field integrated 
LDOS of -~1 pA. The latter is subtracted from 
the former to give a maximum contrast of -2 
pA. We also note that the integrated differen- 
tial conductance between 0 and -200 meV is 
200 pA because all measurements reported in 
this paper were obtained at a junction resis- 
tance of 1 gigaohm set at a bias voltage of 
-200 mV. 
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Fig. 2. Fourier transform analysis of vortex- 
induced LDOS. (A) PS[S:Z(x, y, 5)], the two- 
dimensional power spectrum of the S52(5, x, 
y) map shown in Fig. 1B. The four points near 
the edges of the figure are the k-space loca- 
tions of the square Bi lattice. The vortex 
effects surround the k = 0 point at the center 
of the figure. (B) A schematic of the PS[S5Z(x, 
y, 5)] shown in (A). Distances are measured in 
units of 2ri/ao. Peaks due to the atoms at 
(0, ?1) and (? 1,0) are labeled A. Peaks due to 
the supermodulation are observed at B, and 
B2. The four peaks at C occur only in a magnetic 
field and represent the vortex-induced effects 
at k-space locations (0,+1/4) and (?1/4,0). (C) 
A trace of PS[S:2(x, y, 5)] along the dashed line 
in (B). The strength of the peak due to vortex- 
induced states is demonstrated, as is its loca- 
tion in the k-space unit cell relative to the 
atomic locations. The spectrum along the line 
toward (0,1) is equivalent, but there is less 
spectral weight in the peak in PS[S2Z(x, y, 5)] at 
(0,1/4). 
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other. The ratio of amplitudes of PS[S12(x, y, 
5)] between (? 1/4, 0) and (0, + 1/4) is about 3. 

How might these observations relate to 
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Fig. 3. A schematic model of the electronic/ 
magnetic structure of the HTSC vortex core. 
(A) Superfluid velocity v(x) rises and the HTSC 
order parameter Il(x)l falls as the core is ap- 
proached. The periodicity of the spin density 
modulation deduced from (27) is shown sche- 
matically as M(x). The anticipated periodicity of 
the LDOS modulation due to such an M(x) is 
shown schematically as LDOS(x). (B) A sche- 
matic of the two-dimensional checkerboard of 
LDOS modulations that would exist at a circu- 
larly symmetric vortex core with an 8ao spin 
modulation as modeled in (A). The dashed line 
shows the location of the -5ao diameter vor- 
tex core. The dark regions represent higher 
intensity low-energy LDOS due to the presence 
of a vortex. They are 2ao wide and separated by 
4ao. (C) The two-dimensional autocorrelation 
of a region of SZ2(x, y, 5) that contains one 
vortex. Its dimensions are scaled to match the 
scale of (A), and it is rotated relative to Fig. 1 so 
that the Cu-O bond directions are here hori- 
zontal and vertical. 

the spin structure (27-29) of the HTSC 
vortex? The original suggestion of an AF 
insulating region inside the core (5, 22) 
cannot be tested directly by our techniques, 
although the Fermi-level LDOS measured 
there is low (20, 21). A more recent pro- 
posal is that when the HTSC order parameter 
near a vortex is weakened by circulating su- 
perflow, a coexisting SDW+HTSC phase ap- 
pears resulting in a local magnetic state M(r) 
surrounding the core (23). A second proposal 
is that the periodicity, orientation, and spatial 
extent of the vortex-induced M(r) are deter- 
mined by the dispersion and wave vector of 
the preexisting zero-field AF fluctuations 
(30). In both cases, the 8ao spatial periodicity 
of M(r) is not fully understood but is consis- 
tent with models of evolution of coupled spin 
and charge modulations in a doped antiferro- 
magnetic Mott insulator (8, 32). A final pos- 
sibility is that 8ao periodic "stripes" (2, 3, 6, 
7) are localized surrounding the core but that 
two orthogonal configurations are apparent in 
the STM images because of fluctuations in a 
nematic stripe phase (33, 34) or because of 
bilayer effects. Of central relevance to the 
results reported here is the fact that, in all of 
these models, the magnetic state bound to the 
vortex has 8ao periodicity and is oriented 
parallel to both the Cu-O directions. 

Figure 3A shows a schematic of the super- 
flow field and the magnetization M(r) localized 
at the vortex. Almost all microscopic models 
predict that magnetic order localized near a 
vortex will create characteristic perturbations to 
the quasi-particle LDOS (23-26, 31). In addi- 
tion, general principles about coupled charge- 
and spin-density-wave order parameters (2, 3, 
6-8, 32) indicate that spatial variations in M(r) 
must have double the wavelength of any asso- 
ciated variations in the LDOS(r). Thus, the 
perturbations to the LDOS(r) near a vortex 
should have 4ao periodicity and the same ori- 
entation and spatial extent as M(r), as repre- 
sented schematically in Fig. 3A. In an LDOS 
image, this would become apparent as a 
checkerboard pattern (Fig. 3B). In Fig. 3C, 
we show the autocorrelation of a region of 
Fig. 1B that contains one vortex, to display 
the spatial structure of the Bi-2212 vortex- 
induced LDOS. It is in good agreement with 
the quasi-particle response described by Fig. 
3, A and B. Therefore, assuming equivalent 
vortex phenomena in LSCO, YBCO, and Bi- 
2212, the combined results from INS, ENS, 
NMR, and STM lead to an internally consis- 
tent picture for the electronic and magnetic 
structure of the HTSC vortex. 

Independent of models of the vortex struc- 
ture, the data reported here are important for 
several reasons. First, the 4ao periodicity and 
register to the Cu-O bond directions of the 
vortex-induced LDOS are likely signatures of 
strong electronic correlations in the underlying 
lattice. Such a 4ao periodicity in the electronic 
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structure is a frequent prediction of coupled 
spin-charge order theories for the cuprates (2, 3, 
6-8, 32-34) but has not been previously ob- 
served in the quasi-particle spectrum of any 
HTSC system. Second, some degree of one- 
dimensionality is evident in these incommensu- 
rate LDOS modulations because one Cu-O di- 
rection has stronger spectral intensity than the 
other. Finally, the vortex-induced LDOS is de- 
tected by STM at least 50 A away from the core. 
This means that, at only 5 T, -25% of the 
sample is under the influence of whatever phe- 
nomenon generates the checkerboard of LDOS 
modulations, even though the vortex cores 
themselves make up only -2% of its area. 
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A strategy based on reticulating metal ions and organic carboxylate links into 
extended networks has been advanced to a point that allowed the design of 
porous structures in which pore size and functionality could be varied system- 
atically. Metal-organic framework (MOF-5), a prototype of a new class of 
porous materials and one that is constructed from octahedral Zn-O-C clusters 
and benzene links, was used to demonstrate that its three-dimensional porous 
system can be functionalized with the organic groups -Br, -NH2, -OC3H?, 
-OC5H1,, -C2H4, and -C4H4 and that its pore size can be expanded with the 
long molecular struts biphenyl, tetrahydropyrene, pyrene, and terphenyl. We 
synthesized an isoreticular series (one that has the same framework topology) 
of 16 highly crystalline materials whose open space represented up to 91.1% 
of the crystal volume, as well as homogeneous periodic pores that can be 
incrementally varied from 3.8 to 28.8 angstroms. One member of this series 
exhibited a high capacity for methane storage (240 cubic centimeters at stan- 
dard temperature and pressure per gram at 36 atmospheres and ambient 
temperature), and others the lowest densities (0.41 to 0.21 gram per cubic 
centimeter) for a crystalline material at room temperature. 
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An outstanding challenge in the synthesis of 
crystalline solid state materials is to alter 
chemical composition, functionality, and mo- 
lecular dimensions systematically, that is, 
without changing the underlying topology (1, 
2). The insolubility of extended solids neces- 
sitates that their assembly be accomplished in 
a single step (3). Thus, in order to design a 
target extended structure with the same pre- 
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cision practiced in organic synthesis, (i) the 
starting building blocks should have the rel- 
evant attributes necessary to assemble the 
skeleton of the desired structure, (ii) the syn- 
thesis must be adaptable to the use of deriv- 
atives of those building blocks to produce 
structures with the same skeleton but differ- 
ent functionalities and dimensions, and (iii) 
the products should be highly crystalline to 
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facilitate their characterization by x-ray dif- 
fraction (XRD) techniques. 

We and others have pursued the assembly 
of extended structures of metal-organic 
frameworks (MOFs) from molecular building 
blocks (4-9). In MOF-5, octahedral Zn-O-C 
clusters are linked by benzene struts to retic- 
ulate a primitive cubic structure (Fig. 1, 1) (9) 
and produce an exceptionally rigid and highly 
porous structure. Here we report the system- 
atic design and construction of a series of 
frameworks that have structures based on the 
skeleton of MOF-5, wherein the pore func- 
tionality and size have been varied without 
changing the original cubic topology. Several 
members of this series have pore sizes in the 
mesoporous range (>20 A) as well as the 
lowest crystal density of any material report- 
ed to date. One of these compounds, isore- 
ticular MOF-6 (IRMOF-6), has the highest 
methane storage capacity measured thus far. 

The design of an IRMOF (10) series based 
on MOF-5 was initiated by determining the 
reaction conditions necessary to produce the 
octahedral cluster with a ditopic linear carbox- 
ylate link in situ. In this context, the original 
low-yielding synthesis of MOF-5 was re-exam- 
ined and developed into a high-yielding prepa- 
ration: An N,N'-diethylformamide (DEF) solu- 
tion mixture of Zn(NO3)24H20 and the acid 
form of 1,4-benzenedicarboxylate (BDC) are 
heated (85? to 105?C) in a closed vessel to give 
crystalline MOF-5, Zn40(R1-BDC)3 (where 
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