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tributed to caveolae, the generation of 
knockout mice deficient in caveolin-1 has 
been eagerly awaited. Drab and colleagues 
(3) report that their knockout mice are fertile 
and at first sight healthy, but, as they had 
hoped, the mice do show a remarkable lack 
of caveolae, at least in the tissues that they 
examined. This confirms the importance of 
caveolin- 1 in caveolae formation but also 
shows that if compensatory pathways do ex- 
ist (and one presumes that they do), then 
they do not involve caveolae or similar struc- 
tures. So why are caveolae required at all? 

Drab et al. question whether caveolae 
are involved in transcellular transport 
across endothelial cells. They find that 
their knockout mice have normal concen- 
trations of the protein albumin in the cere- 
brospinal fluid, an indication that trans- 
endothelial transport is unaffected. Does 
this indicate that other noncaveolar path- 
ways compensate for caveolae when they 
are absent, or are caveolae of little impor- 
tance in transendothelial transport? The 
authors do see extensive changes in the 
cardiovascular system of their knockout 
animals. Using isolated aortic prepara- 
tions, they detect defects in vascular relax- 
ation, contractility, and myogenic tone due 
to impaired nitric oxide and calcium sig- 
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naling. Previous studies have implicated 
caveolae in various calcium-dependent 
processes, including the local release of 
pulses of calcium from internal stores 
("calcium sparks") in muscle cells (8) and 
the generation of calcium waves in en- 
dothelia (9). The effects on nitric oxide 
generation are also intriguing and strongly 
implicate caveolae in the regulation of ni- 
tric oxide synthases, either directly or 
through the control of calcium ions. Sup- 
porting these findings, a synthetic cave- 
olin-derived peptide specifically inhibited 
acetylcholine-induced vasodilation and ni- 
tric oxide generation in endothelia (10). 
Although the Drab et al. mice generally 
appeared healthy, subsequent tests showed 
that they were physically weak and that 
their lungs displayed severe abnormalities, 
with increased cell numbers and a disorga- 
nized architecture. The causes of these ab- 
normalities are hard to discern but are at 
least consistent with hyperproliferation 
due to loss of the normal control of cell 
proliferation (4). If this turns out to be the 
case, it is not yet clear why hyperprolifera- 
tion abnormalities are found in the lungs 
but not in other tissues that are normally 
caveolae-rich. 

So, life goes on without caveolae. The 

The Face of Controversy 
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N
euroscientists have long puzzled 
over whether the brain represents 
and processes information in a 

modular or a distributed fashion. According 
to modular theories, the brain is organized 
into subcomponents, or "modules," each 
dedicated to processing and representing a 
particular type of information (1). This 
bell-structured view of brain organization 
is intuitively appealing. In contrast, dis- 
tributed theories argue that any information 
regardless of type is processed by many dif- 
ferent parts of the brain, and that any brain 
region is likely to represent many classes of 
information. Despite the complexity of dis- 
tributed representation, computational 
modeling demonstrates that it can be an ef- 
ficient, robust, and flexible method of neu- 
ral coding (2-4). Reports in this issue by 
Downing et al. (5) (page 2470) and Haxby 
et al. (6)(page 2425) about the areas of the 
human brain involved in perception of the 
face and other human body parts illustrate 
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that the modular versus distributed contro- 
versy is still very much alive. 

The study by Downing et al. ( 5 )  pro-
vides new evidence in favor of the modular 
view. Using functional magnetic resonance 
imaging (fMRI), the authors offer an im- 
pressive demonstration that a circumscribed 
region of the lateral occipital cortex in the 
human brain responds preferentially to pic- 
tures of the human body. This region, which 
they call the extrastriate body area (EBA), 
showed stronger visual responses to pic- 
tures of the human body than to pictures of 
common objects, animals, or cars. Line 
drawings, silhouettes, and even stick fig- 
ures of the human body also evoked much 
stronger responses than scrambled versions 
of the same visual stimuli. The authors sug- 
gest that the EBA is a specialized system 
for processing the visual appearance of the 
human body. 

This finding follows on from similar 
work by the same group investigating a re- 
gion in the medial tem~oral lobe called the 
parahippocampal Place area (PPA) that re- 
spond~ selectively to spatial layout (71, and 
a region near the occipital-temporal junc- 

phenotype of the knockout mice appears to 
be relatively mild in view of the loss of 
such an abundant structure, but the Drab et 
al. work is only the beginning of a more ex- 
tensive investigation seeking subtle defects 
in these animals. With the linking of cave- 
olins and caveolae to tumor suppression, 
chemotherapeutic drug resistance, and 
cholesterol regulation, it will be interesting 
to examine the response of caveolin- l-defi- 
cient mice to specific challenges. Perhaps 
most intriguingly, we still do not understand 
the importance of the characteristic shape 
of caveolae. The caveolae-deficient mice 
provide researchers with a tremendous new 
resource and surely have many more secrets 
to divulge. 
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tion called the fusiform face area (FFA) that 
responds selectively to faces (8-10). Dam-
age to the FFA of the human brain is asso- 
ciated with severe deficits in face recogni- 
tion, a syndrome called prosopagnosia 
(11-13). Subdural electrode recordings in 
human patients with epilepsy have also re- 
vealed face-selective responses in this re- 
gion, and moreover, electrical stimulation 
of these regions can disrupt face identifica- 
tion (14). Pioneering work by Gross and 
colleagues (15) has also revealed face-se- 
lective neurons in the temporal cortex of 
the monkey. Subsequent studies have 
shown that these "face cells" can be tuned 
to specific facial attributes such as the iden- 
tity (16), expression (17), viewpoint (18), 
or parts of a face (16, 19). This collection 
of findings presents persuasive evidence for 
a brain module dedicated to face process- 
ing. Furthermore, it raises the possibility 
that similar modules may exist for other vi- 
sual categories, including spatial layout an4 
as suggested by Downing et a1.k findings, 
the appearance of the human body. 

Establishing evidence in favor of dis- 
tributed theories is a more challenging un- 
dertaking. Computational models have 
convincingly demonstrated the plausibility 
and power of distributed representation 
[for example, see (2-4)]. However, empiri- 
cal evidence has been harder to come by. 
A distributed representation, by its very 
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definition, involves many neurons and po- egories of visual information are processed rows in the figure). In the strongest form of 
tentially many areas of the brain. This pre- by dedicated modules, as argued by Down- modularity, modules would be responsible 
sents achallenge for direct neuronal ingetal.,thenhowcanweexplainthewide- forboththedetectionandidentificationof 
recordings, which can be conducted with ly distributed, but category-specific, patterns category members, predicting that patterns 
only limited numbers of cells at a time, of activity reported by Haxby et al.? of activity within the module should be able 
and at a restricted number of sites. Thus, From the modular perspective, there are to distinguish among category members. 
although single-unit neuronal recordings at least three possible explanations for the However, a weaker form might allow that 
have provided evidence for distributed rep- distributed patterns of activity observed by detection and identification are separate en- 
resentation at relatively local scales--ex- Haxby et al. These patterns could simply re- tities served by different modules. 
emplified by direction of movement within flect an incidental response of other visual From the distributed perspective, there 
motor cortex (20), and visual feature rep- areas to face stimuli, in the absence of inter- are other findings that must be explained. 
resentations in primary visual cortex actions with face-selective areas or direct The first is the consistency with which lo- 
(21Fthere is little empirical evidence for contributions to face perception (that is, calized peaks of activity seem to be asso- 
representations distributed at larger scales. there would be no red and yellow lines in ciated with distinct classes of stimuli. One 
Neuroimaging methods such as fMRI may the figure, and face perception would rely explanation is that such peaks simply re- 
be valuable for investigating distributed flect the features common to that category. 
representations because they can monitor In this view, such areas might serve as cate- 
neural activity across the entire brain. The gory-detection modules, but not as identifi- 
study by Haxby and his colleagues (6) pro- cation modules, because the full distributed 
vides the most compelling neuroimaging representation would be required to distin- 
evidence to date in favor of distributed g i s h  among individual members of a given 
representations in the brain. #' category. An alternative view, proposed by 

These authors measured fMRI activity ~Gauthier et al. (22), is that such areas are 
across a large region of ventral extrastri- specialized for visual "expertise" and 
ate cortex while human subjects are responsible for performing fine- 
viewed eight different categories of grained discrimination of members 
stimuli (faces, cats, houses, chairs, within a category. This view should 
scissors, shoes, bottles, and non- predict the opposite of the "com- 
sense images). Each meaningful mon features" view: Patterns of ac- 
stimulus category evoked a unique tivity within areas maximally re- 
pattern of activity distributed across sponsive to a given stimulus category 
this region that could be easily replicat- should be able to distinguish among 
ed. Correlational analyses revealed that members of that category. This predic- 
the activity patterns evoked by a particular 1:ion is similar to the one made by modu- 
category in one fMRI scan could be used to larity in its strongest form-that a module 
identify the category being viewed during . Face-selective area . Face-responsive areas serves both to detect and identify category 
another scan. In subsequent analyses, brain The ,,,,, oga,ization of face perception. members. Testing such predictions should 
regions that showed maximal activation to a Possible flow of visual information among be a high priority for the field. 
particular category, such as the FFA, were re- stimulus-selective and *imulus-responsive ar- Lesion data pose a second, and perhaps 
moved from the analysis. Nonetheless, the within the visual cortex of the human more serious challenge to the distributed 
activity pattems in the remaining brain areas brain. Face perception is used as an example to view. Lesions to temporal areas thought to 
could still be used to identify that category illustrate differences between theories of mod- encompass the FFA are associated with 
with equal accUracy. Moreover, the response ular versus distributed organization. Arrows prosopagnosia. Conve~sely, at least One pa- 
of category-selective areas such as the FFA show potential interactions among areas. The tient with widespread damage to the visual 
could also be used to classify stimuli fkom distributed model assumes that information cortex has shown severely impaired object 
other submaximal categories at rates exceed- exchange along all arrows is used in face per- recognition but selectively spared face 
ing chance. These findings provide provoca- ception. The modular view assumes that only a recognition (23). Such behavioral double- 
tive evidence in favor of distributed repre- subset of these connections is relevant. dissociations in response to brain damage 
sentation for two reasons. First, the pattern of provide intuitively appealing evidence of 
activity distributed over ventral cortex pro- exclusively on the dark blue pathway). Al- distinct neural mechanisms for processing 
vides reliable information about the visual ternatively, other visual areas may simply each type of information. Such inferences 
category being viewed, even when maximal- echo processing within the face-selective ar- rest upon the assumption that double-disso- 
ly responsive brain areas are not considered; eas (yellow arrows in the figure) without ciations in behavior reflect a corresponding 
and second, the pattern of activity within ar- contributing to face perception. A third pos- organization of hc t ion  at the neural level, 
eas maximally responsive to one category of sibility is that the system could be organized sometimes referred to as the "transparency 
stimuli contain useful information about hierarchically, with face-selective areas rep- hypothesis" (24). However, computational 
stimuli belonging to other categories. resenting a locus at which sufficient infor- modeling suggests that this assumption may 

The visual representation results of mation fkom lower levels of analysis has ac- not always be valid. Such modeling work 
Downing et al. and Haxby et al. each seem cmed to process face information (red ar- has addressed double-dissociations in a va- 
to pose a challenge for the other. If visual rows in the figure). In this case, distributed riety of domains, including visual seman- 
information is truly distributed, as argued by representations would contribute to face tics [living versus nonliving things (25)], 
Haxby and colleagues, then how should we processing, but the "face module" would re- word reading [regular versus irregular word 
interpret findings of maximal activity con- tain responsibility for integrating this infor- forms (26)], memory [explicit versus im- 
sistently associated with specific categories mation and passing it on to other processing plicit processing (201, and executive con- 
of stimuli? Conversely, if at least certain cat- areas (that is, there would be no green ar- trol [behavioral inhibition versus working 
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memory (28)l. In each case, computational 
models have demonstrated that double-dis- 
sociations of behavior can result from com- 
plex interactions within a single, interac- 
tive, nonlinear system (for example, along 
the red and yellow arrows in the figure) in 
response to the effects of lesions andlor the 
demands of particular behavioral tasks [see 
(29, 30) for similar arguments]. It should be 
noted, however, that although computation- 
al modeling can establish the viability of al- 
ternatives to modularity, empirical evidence 
is required to establish their validity. The 
Haxby et al. data provide an important and 
exciting step in this direction. However, it 
remains to be determined whether the dis- 
tributed pattern of activity that they ob- 
served is in fact necessary for face percep- 
tion. Modularists might argue that such ac- 
tivity is the result of, or incidental to, pro- 
cessing in the face module. In other words, 
it is not enough to show that patterns of ac- 
tivity outside a putative module correlate 
with behavior-it must be shown that they 
are causal. 

We have considered how modular and 
distributed theories might, in their purest 
forms, account for the existing findings. Of 
course, prudence dictates that neither ex- 
treme is likely to be correct. Indeed we can 
think of pure modularity and undifferentiat- 
ed distributed representation as the Scylla 
and Charybdis of cognitive neuroscience, 
between which the field must carefully nav- 
igate. On the one hand, we must avoid run-
ning aground on simplified notions of mod- 
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ularity. This would risk a form of "neo- 
phrenology," or naive localizationism, that 
fails to respect the true complexity of the 
brain. On the other hand, we must avoid be- 
ing consumed by irreducible forms of dis- 
tributed representation that cannot be ana- 
lyzed in terms of fundamental principles. It 
is, after all, the job of science to reduce the 
complexity of nature to a more comprehen- 
sible form. We can imagine a variety of 
possible intermediate or alternative posi- 
tions: a heterogeneous mix of special pur- 
pose modules and more distributed general 
mechanisms; representations that appear 
modular at one scale but distributed at finer 
scales; or representational structure that 
does not divide along the lines of common 
stimulus categories (such as faces versus 
objects) but rather is organized along more 
complex or abstract dimensions. 

As the Haxby and Downing studies il- 
lustrate, neuroimaging has begun to con- 
tribute important new data regarding neu- 
ral organization. Such efforts, combined 
with other neuroscientific techniques, 
promise ever more detailed sources of in- 
formation about the nature of neural pro- 
cessing and representation. However, we 
suspect that meaningful advances will re- 
quire equally dramatic progress in elaborat- 
ing theories. We are likely to find that more 
detailed theories will naturally fall on inter- 
mediate ground between the purest forms 
of modularity and distributed representa- 
tion. Dealing with the complexity that in- 
creasing detail introduces will no doubt re- 

Dopamine's Reversal of Fortune 
Randy D. BLakeLy 

D
opamine (DA) is one of the most im-
portant neurotransmitters in brain 
neural circuits that carry information 

about movement. The death of dopaminergic 
neurons in one component of this motor cir- 
cuitry, the substantia nigra (SN), causes the 
movement disorder Parkinson's disease 
(PD). Proteins in the presynaptic membranes 
of dopaminergic neurons called DA trans- 
porters (DATs) are often thought of as the 
janitorial staff of synaptic transmission, 
mopping up excess DA released at synapses. 
This all makes sense in the brain's striaturn, 
where there is a high density of dopaminer- 
gic synapses and where so much presynaptic 
DAT is present that imaging the density of 
DATs can be used to chart the progression of 
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PD (I).According to Falkenburger et al. (2), 
reporting on page 2465 of this issue, the sto- 
ry gets complicated back in the SN, where 
DATs participate in synaptic transmission in 
a completely different way. 

In the SN, where the cell bodies of neu- 
rons lie, few dopaminergic axons with con- 
ventional synapses are evident. Instead 
dopaminergic cell bodies extend alternative 
processes, termed dendrites, that receive in- 
puts from other regions of the brain. After 
collecting all the information coming into 
their dendrites, dopaminergic neurons inte- 
grate input signals to determine how much 
DA to release from their axon terminals, 
which are miles awav in molecular terms. If 
these dendrites are passive recipients of in- 
coming information, why then are they 
filled with the enzyme to make DA, tyro- 
sine hydroxylase, and why do they contain 
large amounts of DAT (3)? It is possible 

quire the assistance of more formal meth- 
ods of theory building, such as computa- 
tional modeling and mathematical analysis. 
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that the protein trafficking machinery of 
dopaminergic neurons is simply inefficient 
and that some tyrosine hydroxylase and 
DAT winds up in the dendrite, a sorting er- 
ror of minimal importance. 

In the SN, however, researchers have 
long realized that dopaminergic synapses 
are formed between dendrites. and that 
drugs and physiologic stimuli cause sub- 
stantial DA release from dendrites in vivo 
(4-6). Moreover, DA receptors exist on the 
cell bodies and dendrites of dopaminergic 
neurons, and direct application of DA to 
these structures alters the excitability of 
dopaminergic neurons (7). What then is the 
source of DA released from dendrites, and 
how do DATs participate in this release? 

To address this question, Falkenburger et 
al. first sought to show that physiologically 
triggered DA is released from the dendrites 
of SN dopaminergic neurons in rat brain 
slices in vitro. When they stimulated the 
subthalamic nucleus (STN), a brain region 
with major input to the SN, they detected 
DA (or a DA-like substance) in the extracel- 
lular fluid surrounding the SN dendrites. 
They wondered whether this DA could have 
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