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The immune system provides very effective host defense against infec- 
tious agents. Although many details are known about the cells and 
molecules involved, a broader "systems engineering" view of this complex 
system is just beginning to emerge. Here the argument is put forward that 
stochastic events, potent amplification mechanisms, feedback controls, 
and heterogeneity arising from spatially dispersed cell interactions give 
rise to many of the gross properties of the immune system. A better 
appreciation of these underlying features will not only add to our basic 
understanding of how immunity develops or goes awry, but also illuminate 
new directions for manipulating the system in prophylactic and therapeu- 
t i c  settings. 

The immune system provides the organism the probabilistic behavior of a biochemical 
with the ability to recognize, respond to, and pathway, a cell, or a collection of cells (5, 7); 
in most cases successfully defend against a (ii) the amplification of these induced chang- 
wide variety of infectious agents. Because es by positive-feedback loops (6) andlor ex- 
they are in a race with the replicative capacity ponential cell growth (8);(iii) the action of 
of microorganisms, immune responses must counter-regulatory controls that modulate 
not be "too cold," meaning too insensitive in these potentially unidirectional, explosive 
initiating, too slow in developing, or too mea- processes; and (iv) the summation of individ- 
ger in expanding, so that effector hnction ual topographically dispersed cellular re-
should not be overwhelmed by rapidly repli- sponses subject to these local control mech- 
cating pathogens (I). On the other hand, they anisms. Other reviews in this issue will deal 
cannot afford to be "too hot," because the with specific molecules and pathways in-
mediators meant to combat the invader are volved in lymphocyte behavior, dendritic cell 
themselves capable of substantial destructive (DC) function, or vaccine efficacy. Here I 
effects on host tissues. The responses must be will focus primarily on elaborating general 
"just rightm-rapid, vigorous, properly mod- principles involved in effective operation of 
ulated, and of the correct quality (2). Opera- the immune system. 
tion of a relatively strict set of rules would 
seem necessary to ensure well-controlled be- Lessons from Population Biology 
havior by such a complex system, resulting in Clonal expansion of antigen-specific lyrnpho- 
a very mechanistic interpretation of most im- cytes is a central feature of adaptive immune 
munological experiments-input X directly responses (9). In cell populations undergoing 
and reliably causes a cell to generate output A such exponential growth, small effects on the 
under a given initial condition. behavior of individual cells can be markedly 

But as one dissects the immune system at amplified, producing large differences in the 
finer and finer levels of resolution, there is fmal state of the system. This is analogous to 
actually a decreasing predictability in the be- the dramatic effects on population frequency 
havior of any particular unit of function (a seen after several generations when a particular 
gene, a cell) (3-6). A major challenge is thus reproductive group has a modest selective ad- 
understanding what endows the overall en- vantage (IO). Unfortunately, the implications of 
semble with both sensitivity and global reli- such behavior are often overlooked in drawing 
ability despite variations in the concentration, conclusions from immunological data. Consid- 
initial state, local behavior, or precise number er the classic "two-signal" model of T cell 
of the participating components. Emerging activation (ll),  in whlch CD28 costimulation 
evidence suggests that these properties arise complements T cell antigen receptor (TCR) 
from a combination of (i) small alterations in input to promote interleukin-2 (IL-2)-depen- 

dent proliferation (12). Assayed after 5 to 7 
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creases the amount of IL-2 made by some cells 
(I3). IL-2 concentration has been shown to 
affect T cell doubling time (14). For example, if 
the greater concentration of 1L-2 reached in the 
presence of CD28 results in a change from a 
10-hour cycle to an 8-hour cycle, over 7 days 
this will produce a 16-fold increase in cell yield. 
Thus, the difference in output typically seen 
upon adding CD28 signaling to TCR stimula- 
tion can be readily explained by a modest 
change in cycle time, iterated over many cell 
&visions w e b  fig. 1 (15)l. No individual T cell 
requires two signals to divide or to produce 
IL-2 at levels necessary for cell division; rather, 
the probability that many cells will divide more 
often is increased by costimulation as a result of 
a minor increase in IL-2 production. The large 
impact of costimulation on the measured re- 
sponse is dependent on the amplifying effects 
of clonal expansion rather than a direct effect 
that licenses the cells for proliferation per se. 

Similar considerations apply to experiments 
dealing with receptor-mediated signaling. Fre- 
quently, little importance is attributed to small 
(<2-fold) hfferences in the activity of a prox- 
imal signaling molecule studied under two dif-
ferent test conditions. However, high levels of 
nonlinear amplification in a biochemical cas- 
cade, akin to the exponential growth of cells in 
the experiment just described, may convert 
these minor quantitative differences in up-
stream events into large downstream changes 
affecting gene expression. In both this case and 
that of cell proliferation, a lack of appreciation 
of these dramatic effects of amplification can 
easily lead to a failure to consider alternative 
interpretations for a biological phenomenon 
[see below and (16)]. 

Autoimmunity Revisited 
The potential physiological relevance of think- 
ing in tenns of probabilistic behavior, small 
differences in early responses, and effects of 
exponential amplification come to light when 
considering autoimmune responses in geneti-
cally prone individuals. Despite the presence of 
all the necessary susceptibility genes, such in- 
dividuals vary in whether or not they will de- 
velop full-blown autoimmunity (I 7). Both en- 
vironmental effects and distinct lymphocyte re- 
ceptor repertoires in otherwise identical individ- 
uals may contribute to this incomplete pen- 
etrance, but there is another possible source of 
this heterogeneity that is largely overlooked. 
Perhaps initiation of hsease is a quanta1 event 
that depends on the behavior of only a single 
lymphocyte. 
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Among mature peripheral lymphocytes in 

normal individuals a small number of T cells 
specific for a particular autoantigen presum- 
ably exist whose TCR affinity approaches 
that required for strong signaling. The intra- 
cellular signaling competence of these latter 
cells at any moment will show a Gaussian 
distribution. Therefore, during any time inter- 
val only a small number of all potentially 
autoreactive lymphocytes will produce an op- 
timal intracellular response even if they are 
exposed to maximal physiological levels of 
both processed autoantigen and costimula- 
tion. Typically, even the most sensitive of 
cells achieves insufficient stimulatory signals 
to overcome the ambient inhibitory effects of 
regulatory lymphocytes and cytokines (18) 
("activation barrier" in Fig. 1). 

Genetic variation can affect the mean and 
range of signaling competence, the amount of 
CD28 ligand available, the number and activity 
of inhibitory T cells, andlor the ambient levels 
of suppressive cytokines. Susceptibility alleles 
presumably move one or more of these h r s  
closer on average to a level suitable for cellular 
activation, so that occasionally this produces a 
situation in which the stimulatory signals ex- 
ceed the inhibitory controls. The result could be 
that only a single cell "jumps" the activation 
barrier, begins to divide, and gives rise to prog- 
eny that acquire effector competence (Fig. 1). 
The exponential nature of cell division ensures 
that only a few cycles are needed to generate a 
large pool of effector cells. In addition, the TCR 
signaling apparatus of activated T cells seems 
to have increased sensitivity (19), and effector 
gene loci are modified so that they can be 
transcribed with less TCR and cosignaling in- 
put (20). The consequence is that now many 
more cells than the single cell whose signaling 
first exceeded the threshold can continue to 
respond to the ambient level of self-antigen 
presentation. The tissue damage caused by 
these activated T cells can raise the level of 
presentation of additional selfdeterminants and 
promote presenting-cell activation ("danger") 
(21), producing conditions that push other nriive 
cells into the response (22). 

This scenario emphasis that the difference 
between health and disease could be the "sto- 
chastic" activation of a single cell, followed by 
positive feedback in the form of a gain in TCR 
sensitivity and multiplication of the responding 
cells to high numbers. Genetic risk factors for 
autoimmunity may operate by lowering the bar- 
rier the cell must jump to start the cycle, allow- 
ing fluctuations in signaling, regulation, andlor 
antigen presentation to yield occasional breach- 
es that initiate the autoimmune process. The 
efficacy of brakes on the expansion and func- 
tion of the initially activated cell pool [e.g., 
CTLA-4 (23) or PD-1 (24) inhibitory pathways 
for activated T cells] may also be diminished by 
susceptibility genes so that these checkpoints 
can be bypassed by one of the accumulated 

activated cells. Thus, the quantal event could be 
the very early one described above, or the tran- 
sition of an activated cell within the expanded 
population from a tissue-infiltrating to a tissue- 
damaging state (25). This "rogue cell" model of 
the initiation of autoimmunity has substantial 
implications with respect to the possible use of 
prophylactic immunosuppressive strategies in 
genetically susceptible individuals [Supplemen- 
tal note 1 (la]. 

System Properties and Circuit 
Components 
Of course, under normal conditions, the type 
of stochastic disruption of immune homeosta- 
sis just outlined does not typically result in 
disease. How then does the immune system 
cany out its role in host defense in a reliable 
and effective manner while avoiding such 
pathological responses? Although sensitivity 
is clearly one key attribute, the system must 
also show a high degree of selectivity, react- 
ing to appropriate signals yet being unrespon- 
sive to irrelevant stimuli. Having made a 
choice, it should be capable of sustaining this 
decision and suppressing a switch to other 
possible states. And as a whole, it should 
maintain a balance that prevents the overall 
system from locking irretrievably into a sin- 
gle mode when multiple distinct responses 
might be needed for physiological homeosta- 
sis. Finally, it must do all these things repro- 
ducibly when the amounts and activities of 
the component elements show a wide range of 
absolute values ~robustness" in a system (26)l. 

Feedback pathways promote and regulate 
sensitivity. Positive feedback plays a central 
role in enhancing sensitivity and in driving a 
response fully toward a polarized state. In sys- 
tems with this property, accumulation of the 
product (molecule or differentiated cell) pro- 
motes self-generation in increasing amounts, 
ensuring high levels of the product with only 
modest initial input [nonlinear amplification 
(6)]. Shutting off this type of pathway requires 
an extremely strong negative influence on the 
generation or stability of the end product such 
that the concentration of the inducer is forced so 
low that reamplification cannot occur. 

Although this type of feedback provides a 
way of potently amplifling weak inputs, it pos- 
es the threat of 1 1 1  activation in response to 
low-level nonspecific inputs ("noise") (27). 
Such noise can arise from random fluctuations 
intrinsic to the system itself or from physiolog- 
ically irrelevant environmental stimuli. Thus, a 
critical element in circuits with positive feed- 
back is an associated damping process that 
prevents inadvertent activation. A simple 
"sink" or "filter" that blocks weak signals so 
that they do not reach a level capable of ampli- 
fication is the simplest form of control. (In a 
biological setting, a constitutively functional 
phosphatase that inactivates a stochastically ac- 
tivated b a s e  is one possible example). How- 

ever, the price for this type of control is an 
overall blunting of the sensitivity of the system, 
because a fixed amount of input is always 
silenced. 

A negative-feedback circuit provides a 
more flexible form of control. Most of the 
time, when input is minimal, this repressive 
system is largely inactive. When either noise 
or low-level signals arise, they are countered 
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Fig. 1. The upper graph shows the distribution 
of autoantigen-specific T cells reaching partic- 
ular Levels of net activating signal (TCR and 
costimulatory input balance4 bfreguiatory cell 
and cytokine inhibition) in a normal individual 
(red),-an autoimmune disease-prone individual 
(blue), and an individual with disease (green). 
The threshold for functional activation is also 
shown. The lower graph illustrates the stochas- 
tic fluctuation over time in "net activation en- 
ergy" of an individual naive T cell in a normal 
individual, in a disease-prone individual, and 
among activated cells in a disease-prone indi- 
vidual, plotted against the threshold necessary 
for clonal expansion and effector differentia- 
tion. Activation energy varies with time owing 
to changes in intrinsic TCR and cosignaling 
capacity, availability of costimulatory input, li- 
gand density, and inhibitory input. In the nor- 
mal individual, it does not reach the threshold 
and no response occurs. In the disease-prone 
individual, the cell exceeds the threshold and 
responds. Once a cell becomes activated, it 
changes its capacity for signaling and response 
so that available activating inputs regularly ex- 
ceed inhibitory ones, and the expanding cell 
population now experiences signals that con- 
sistently exceed the activation barrier. 
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by induction of a rising, proportional level of amplification, and a possible role for ERK sensitivity that results from the organization 
negative regulatory control. In the context of pathway ultrasensitivity can be seen in the of the ERK pathway has already been dis- 
signaling, this could involve a phosphatase circuitry controlling signaling within a single cussed-it is a small leap to think that the 
whose activity varies in response to the level cell-for example, whether TCR binding in- effects of the cascade of T cell-DC interac- 
of kinase induction. A major difference be- duces a functional response to a particular tions might share this property [Supplemental 
tween tonic filters and negative-feedback cir- peptide: MHC ligand [Supplemental note 2 note 3 (15)l. 
cuits is the time delay inherent in the latter, and Web fig. 2 (15)l. Another example of It is important to point out that the polar- 
which permits the input signal to mediate 
some effect before the effect of negative 
feedback is manifest (28). The delay might be 
of little consequence if the rate of product 
accumulation is so slow that it is blunted 
before reaching the threshold level necessary 
for any downstream effects. On the other hand, 
this property can be used to allow low-level, 
short-term responses followed by a retum to 
baseline, or in a more sophisticated manner, 
to funnel inputs along one, but not another, 
pathway because of differing requirements 
for the concentration of a second messenger. 
This key role of timing in discriminatory 
signal processing will be expanded on below. 

Another mechanism that suppresses inad- 
vertent stimuli while facilitating sensitivity 
involves circuits with the property of ultra- 
sensitivity. Reactions showing standard 
Michaelis-Menten properties go from 10 to 
90% completion with an 81-fold change in 
the concentration of the variable component. 
If traversing this 10 to 90% interval requires 
a smaller change in input concentration, the 
system is said to be ultrasensitive (29), a 
property that often arises from cooperativity 
in the behavior of the interacting compo- 
nents. The steepness of the dose-response 
curve reflects a parameter termed the Hill 
coefficient, which at high values (>-5) pro- 
vides the system with nearly digital switch- 
like effects (30). A valuable property of cer- 
tain forms of ultrasensitivity is that the re- 
sponse is negligible at low input levels (Fig. 
2). Thus, small spikes of input are suppressed 
and do not undergo positive amplification. 
However, a real signal that slightly exceeds in 
magnitude these incidental stimuli instead 
produces a maximal signal from the system. 
An example of such an ultrasensitive path- 
way is the one leading to mitogen-activated 
protein kinase (MAPK, also known as ERK) 
activation, which shows a high Hill coeffi- 
cient (31). Once more than a low level of 
receptor input occurs, a full ERK response 
takes place. This type of digital behavior is 
especially obvious when ultrasensitivity is 
combined with positive feedback (31), which 
may help explain why the behavior of indi- 
vidual lymphocytes is so switchlike, given 
the central role of ERK in controlling gene 
activation and cell division. 

Biological examples of feedback control. 
The several elements discussed above can be 
combined to produce more complex circuits 
with enhanced capacity for controlling inad- 
vertent activation while promoting sensitivity 
to "real signals." Competing feedback loops, 

these regulatory principles involves CD4 ef- 
fector differentiation-i.e., the T helper cell 1 
(TH1) versus TH2 choice (5). Upon initial 
activation by antigen and a minimal set of 
cosignals, naTve CD4+ T lymphocytes make 
only a few cytokines, primarily IL-2 and 
IL-3. Within a day or two, however, these 
cells can synthesize and secrete a variety of 
potent effector cytokines. Under many cir- 
cumstances, there is a clear divergence in the 
capacity of individual activated CD4+ T cells 
to make interferon-? (IFN-y) versus IL-4 
(32). A series of feedback loops are involved 
in promoting either the TH1 or TH2 pheno- 
type. Substances from certain infectious 
agents can prime antigen-presenting DCs for 
IL-12 production, while also up-regulating 
CD40 and the CD28 ligands CD80 and CD86 
(33). T cells whose receptors bind tightly to 
an adequate quantity of processed antigen 
presented by major histocompatibility com- 
plex (MHC) class I1 molecules on these DCs 
in the context of CD28 costimulation respond 
by synthesizing CD40L. This stimulates the 
primed CD40+ DCs to produce high levels of 
bioactive IL-12 and further increase costimu- 
latory molecule expression, leading to IFN-y 
production by the T cells that in turn enhanc- 
es their sensitivity to IL-12 [Web fig. 3 (15)] 
(34). TH2 development uses a distinct set of 
regulatory loops that again combine positive- 
feedback effects (IL-4 promoting IL-4 gene 
activity) (35) with negative effects (GATA-3 
suppressing IL-12 reactivity) (36). The ultra- 

izing effect of the cytokine signals is not 
necessarily immediate or absolute-rather, 
the feedback may evoke a small change in the 
probability that a cell will adopt a particular 
phenotype in each round of division; when 
this is iterated repeatedly during clonal ex- 
pansion, the biasing effect can become large 
although not absolute because of the statisti- 
cal nature of the change in gene expression 
(4-7). Alternatively, the choice of cell fate 
may be entirely stochastic, and the polarizing 
effect of a cytokine may relate to its capacity 
to mediate proliferative amplification of cells 
already committed to a certain differentiation 
pathway (16). 

Spatiotemporal Considerations 
Kinetics. Feedback control is only one device 
used by the immune system to focus its activity 
along productive channels. The orchestration or 
timing of each step in a complex series of 
events also is an important aspect of regulation 
(37). The system is organized such that by 
requiring more than one input within a narrow 
window of opportunity, fidelity can be substan- 
tially improved and false-positive events great- 
ly reduced. This notion of "kinetic proofread- 
ing" serves as a guiding paradigm for how a T 
cell distinguishes the quality of a TCR ligand 
(38). Recent models have focused on the rela- 
tive rates of ligand dissociation from the TCR 
and of coreceptor interaction with an engaged 
TCR complex as it moves within the membrane 
(37) (Fig. 3). Peptide-MHC combinations that 
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Fig. 2. Graph showing 
the suppression of 
low-amplitude inputs 
and nearly digital re- 
sponses to inputs that 
exceed the Low-ampli- 
tude threshold in a 
system showing ultra- 
sensitivity, compared 
with a typical Michae- 
Lis-Menten (noncoop- 
erative reaction) dose- 
response curve. 
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dissociate rapidly from a TCR will not be ca-
pable of supporting the coordinate binding of a 
CD4 or CD8 coreceptor to both the TCR com-
plex and the MHC ligand, because the two 
latter molecules are not spatially associated 
once dissociation takes place. However, a long-
er-lived interaction will allow a coreceptor to 
find the paired proteins and contribute to pro-
longationof the complex's lifetime, to augmen-
tation of signaling through the additional Lck 
that is recruited to the TCR complex, and to 
protection of the complex from SHP-1 inacti-
vation through a rapid rise in ERK activity (33). 
Thymic negative selection establishesa thresh-
old that balances self-ligand off-rate with core-
ceptor access to any engagedTCR, on the basis 
of membrane surface area, coreceptor density, 
and receptorcoreceptor mobility (39).This pre-
vents the TCR on nondeleted mature T cells 
from producing activating signals to self-li-
gands whose b i i g  affinity is below this 
threshold. 

Temporal control of responsescan also arise 
from requirements for some minimal duration 
in one signaling state before the next input can 
be received. This mechanism helps limit inad-
vertent enhancement of low-amplitude inputs. 
It can also help direct a cell into distinct states 
of differentiation, depending on which of a 

series of hierarchical thresholds corresponding 
to signal duration is exceeded (40). One exam-
ple involves the "ping-pong" interaction of T 
cells and DCs as discussedabove. The first step 
in the process must be sufficiently long-lasting 
for the T cell to produce CD40L while still 
bound to the antigen-bearing, preactivated DC. 
Another example involves the commitment of 
CD4+CD8+ immature thymocytes to the CD4 
versus CD8 lineages (41). 

Location. Spatial organization plays a 
complementary role to temporal aspects of 
immune regulation. Early in the response, 
individual lymphocytes, even those with 
equivalent antigen specificity, meet depots of 
antigen in discrete sites too far apart for 
locally secreted mediators to readily influ-
ence lymphocytes at other antigen foci. For 
this reason, the effects of feedback amplifi-
cation and control are most often local, not 
global. This dispersed nature of clonal im-
mune responses prevents an inappropriate re-
sponse from dominating the entire system. 
The result is greater diversity in the overall 
response than would be expected from in 
vitro studies that involve conditions resem-
bling a "well-stirred chamber," avoiding the 
pathology produced by hyperpolarized T cell 
responses (42). An important consequence of 

this spatial aspect of immunity is that mod-
eling immune responses requires consider-
ation of the state of the local environment at 
the level of interacting cells. 

Diversity in the immune response due to 
heterogeneity in local conditions is also of im-
portance in considering the effects of the self-
amplifying interaction between a T cell and a 
DC,or between a T cell and B cell. If "all-or-
none" triggering applied to every antigen-acti-
vated lymphocyte, it would be difficult to un-
derstand the origin of the variety of behaviors 
seen among these responding cells, such as dif-
ferentiation into terminal effectorsversus central 
memory cells (43),separation into cellsdestined 
to survive after expansion or to die (44), or 
differentiation into B cells with distinct immu-
noglobulin isotypes (45). The possibility that 
both switchlike behavior as well as variation 
function in the outcome of cell-cell interactions 
becomes reasonable if certain conditions pre-
vail-if, for example, different lymphocytes 
show a distribution of signaling competence, if 
the DCs presenting a given antigen are function-
ally heterogeneous, and if the T cells show a 
broad quantitative distribution of cytokiie pro-
duction (46). For example, the T cells with the 
greatest signaling competence, meeting a DC 
with high amounts of processed antigen, primed 

Fig. 3. Illustration of how 
differences in the rate of li-
gand-TCR dissociation can 
affect signal quality through 
a kinetic proofreading step 
involving interaction with 
spatially distinct corecep-
ton. Fast off-rate ligands can 
initiate signaling. However, 
they do not remain bound to 
the TCR for a time adequate 
for a coreceptor located at 
some distance on the mem-
brane from the engaged 
complex to  come into prox-
imity and form a ternary 
complex. This aborts signal-
ing at an incomplete stage, 
perhaps owing to  the domi-
nant SHP-1 negative-feed-
back effect (33). Ligands 
with slower dissociation 
rates not only initiate signal-
ing but remain bound to  the 
TCR for a sufficient time t o  
come into contact with a co-
receptor, forming a ternary 
complex that can more ef-
fectively activate ERK, block-
ingthe SHP-1 negative-feed-
back loop, and extending the 
time available t o  the TCR 
complex to  generate down-
stream signals for synapse 
formation and eventual gene 
activation. Thus, the expres-
sion level of coreceptor 
(which sets the mean distance t o  an engaged TCR and hence the time it takes t o  find such a binary complex) dictates the minimal quality (off-rate) 
of a TCR-ligand pair that will produce activating signals. This threshold is set by thymic selection so that self-ligands do not exceed this limit, but 
foreign ligands will do so for the appropriate TCR. 
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by infectious signals to express CD40, and 
ready for an IL-12 response to CD40 ligation 
will be expected to show strict development into 
fully polarized T, 1 cells. These cells may con- 
stitute terminal effectors primarily resident in 
nonlymphoid tissues. Other T cells of the same 
specificity, but with lower signaling compe- 
tence, or having encountered DCs not primed to 
express CD40 or IL-12, will be unable to take 
advantage of the self-amplifying polarization 
cycle. These cells might instead differentiate 
into primed memory cells that retain nayve cell- 
like expression of CCR7 and a capacity for LL-2 
production (43). By this mechanism, some cells 
can take advantage of the I11 set of amplifying 
mechanisms built into the system, developing 
into highly active effectors needed to fight the 
ongoing infection, whereas others are shunted 
into memory pools that serve as a reservoir for 
continuing or subsequent responses to the same 
antigen. These decisions are made in a statistical 
fashion, but given a suitably robust response, the 
overall behavior of the system is relatively pre- 
dictable in its proportional production of the 
various cell types. 

Stochastic Gene Expression 
With the exception of antigen receptor genes 
that show allelic exclusion, most genes are 
thought to be expressed from both alleles 
when the differentiated state of the cell sup- 
ports transcription from that locus. Data dem- 
onstrating that some cytokine genes are often 
expressed in a monoallelic manner during 
any given activation cycle of effector T cells 
were thus very unexpected (47). Why should 
the system behave in this manner? One pos- 
sibility is to limit the level of potentially 
harmful mediators, although this would result 

Fig. 4. Illustration of 
the increased varia- 
tion around the mean 
seen in the level of a 
gene product when 
one versus two genes 
are being transcribed, 
and the likelihood 
that with only one al- 
lele active, the prod- 2 
uct level will drop be- 3 
low a threshold (20% 2 
expression) neces- 
sary to  sustain a par- 
ticular cellular func- 2 
tion or state. This is a 5 
form of "haploinsuffi- a 
ciency," and the limita- 
tion of polarizing posi- 
tive-feedback effects 
through this rnecha- 
nism may be one rea- 
son that cytokine 
genes show monoal- 
lelic expression. 

in only a twofold decrease compared with 
biallelic activation. Recent modeling of the 
condition known as haploinsufficiency (48) 
suggests an alternative explanation. Gene 
transcription is episodic, resulting in oscilla- 
tions in the concentrations of end product. 
When both alleles are active, temporally non- 
coordinate transcription tends to smooth out 
these ups and downs. For proteins of limited 
stability, the mean level when only one allele 
can be transcribed is 50% of that seen when 
both alleles are potentially active, but the 
variation around the mean is much greater. 
Depending on the relative rates of transcrip- 
tion, mRNA degradation, and protein degra- 
dation, a cell transcribing from only one al- 
lele may experience intervals when the pro- 
tein in question falls below 20% of the max- 
imum seen with biallelic expression (Fig. 4). 
It is not difficult to imagine that such low 
levels of a molecule could interrupt a circuit 
in which it is a crucial feedback component. 
In the case of CD4+ T cells, this could limit 
polarization of an expanding T cell clone, or 
leave cells within the clone susceptible to the 
influence of counterregulatory cytokines. 
Thus, monoallelic expression of cytokine 
genes might not only limit potential immu- 
nopathology, but might also decrease the 
drive of CD4+ T cell responses toward full 
polarization. This would afford the system an 
opportunity for enhanced regulation by op- 
posing cytokines and provide the evolving 
response with the potential for greater func- 
tional diversity. 

Conclusion 
In fulfilling its essential role in host defense, the 
immune system balances robust responses to 

50 100 

Expression level (%) 

foreign antigens with tight control of overt self- 
reactivity, the maintenance of diverse reper- 
toires of antigen-reactive lymphocytes with ef- 
fective tolerance, and cell-mediated reactions 
with humoral antibody production. Most lym- 
phocytes generated in response to infection die, 
but some remain part of the peripheral lym- 
phoid pool for much of the lifetime of the host. 
Adaptive immune responses are crucial for ad- 
equate protection, but innate immune mecha- 
nisms are needed to blunt pathogen growth, to 
allow time for the adaptive system to respond, 
and to direct the latter to the appropriate class of 
effector function (49). 

This review has emphasized that these 
complex, balanced behaviors arise from the 
repetitive use of a small set of basic mecha- 
nisms that amplify weak signals to generate 
responses of sufficient magnitude to deal 
with rapidly reproducing pathogens, that in- 
crease the discrimination between noise and 
useful information, that prevent the overpro- 
duction of potentially dangerous cells and 
mediators, and that diversify responses even 
in the face of positive-feedback processes 
that tend to homogenize output. It has also 
stressed that rather than arising from globally 
connected interactions that instruct the be- 
havior of the entire cohort of responding cells 
as a unit, immune responses represent a sta- 
tistical summing of individual cellular re- 
sponses given a bias by signals that modify 
the likelihood of a particular behavior by a 
responding cell, fiuther amplified by massive 
cell replication and sometimes nearly equally 
massive cell death. 

All of this argues that in addition to the 
more typical intuitive interpretation of im- 
munological data, it is now time to add the 
power of mathematics, systems analysis, 
and quantitative cell-based modeling. 
These latter approaches have already yield- 
ed valuable results that are helping to guide 
further biological experimentation on top- 
ics such as signaling in Drosophila devel- 
opment (50). Analysis of systems as seem- 
ingly diverse as the WWW (51) and yeast 
metabolic pathways (52) is beginning to 
document the power function organization 
of  connections in these complex networks. 
Such organization conveys an "error resis- 
tantW/"attack prone" character on the sys- 
tem, which in turn helps to explain why 
some gene deletions show little biological 
effect (they are of low connectivity) and 
others are lethal (high connectivity) (52, 53). 
By designing immunological experiments to 
yield the dynamic, spatially resolved, quanti- 
tative information that is needed to properly 
describe functional components and path- 
ways in the immune system in a manner 
suitable for "reverse engineering," we will 
find ourselves better able to predict the sys- 
tem's operation in health and disease. This 
predictability will also permit us to design 
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rational interventions that augment, depress, 
or deviate responses in ways that promote 
human health. 
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T Cell Death and Memory 
Jonathan Sprent* and David F. Tough? 

In typical immune responses, contact with antigen causes nayve T cells to 
proliferate and differentiate into effector cells. After the pathogen is 
destroyed, most effector T cells are eliminated-thereby preserving the 
primary T cell repertoire-but some cells survive and form long-lived 
memory cells. During each stage of this process, the Life or death fate of 
T cells is strictly regulated. 

Immune responses leading to rejection of in-
fectious agents usually culminate in a state of 
specific T and B cell memory where second- 
ary responses are more vigorous and effective 
than primary responses ( I d ) .  Generation of 
memory T and B cells is the end result of a 
highly destructive process in which most of 
the responding lymphocytes are rapidly elim- 
inated, and only a small proportion survive to 
become long-lived memory cells. This article 
reviews the life or death decision-making 
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involved in the formation of memory T cells, 
as well as the role of certain cytokines in 
keeping these cells alive. 

Longevity of naive T cells. Naive T 
cells are long-lived resting cells that reside in 
the recirculating lymphocyte pool and mi- 
grate continuously from blood to lymph 
through specialized T cell zones in the sec- 
ondary lymphoid tissues, the spleen, lymph 
nodes (LNs), and Peyer's patches (7). The 
survival of naive T cells requires continuous 
contact with self peptides bound to major 
histocompatibility complex (MHC) mole-
cules combined with exposure to a cytokine, 
interleukin 7 (IL-7) (6). In consort, these two 
ligands are presumed to induce a fonn of 
low-level signaling that is sufficient to keep 
the cells alive but does not induce them to 
enter the cell cycle. 

Life and death during the primary re- 
sponse. Primary T cell responses are initiat-
ed in secondary lymphoid organs by mature 
antigen-presenting cells, i.e., dendritic cells 
(DCs) (8).Recognition of immunogenic pep- 
tides bound to cell-surface MHC molecules 
on DCs in the T cell zone causes selective 
sequestration ("trapping") of antigen-specific 
recirculating T cells entering lymphoid tis- 
sues fiom the blood (9); the trapped cells are 
then induced to proliferate. 

Because infectious agents often replicate 
at a prodigious rate, primary immune re-
sponses are geared to be as intense as possi-
ble. Division of antigen-reactive T cells dur- 
ing the height of the immune response is very 
rapid (three to four divisions per day for 
CD8' cells) and leads to >1000-fold expan- 
sion of the responding cells within a few days 
(10). After differentiating into effector cells, 
the progeny of the responding cells reenter 
the circulation through efferent lymph and 
disseminate throughout the body (11-13). By 
means of expression of new cell surface- 
homing molecules, the effector cells acquire 
the capacity to penetrate capillary blood ves- 
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