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Why We Don't Get Sick: The Within-Host 

Population Dynamics of Bacterial Infections 


Bruce R. Levin and Rustom Antia 

To pathogenic microparasites (viruses, bacteria, protozoa, or fungi), we 
and other mammals (living organisms at large) are l i t t le more than soft, 
thin-walled flasks of culture media. Almost every t ime we eat, brush our 
teeth, scrape our skin, have sex, get bitten by insects, and inhale, we are 
confronted wi th populations of microbes that are capable of colonizing the 
mucosa lining our orifices and alimentary tract and proliferating in fluids 
and cells within us. Nevertheless, we rarely get sick, much less succumb t o  
these infections. The massive numbers of bacteria and other micro- and 
not-so-micro organisms that abound and replicate in our alimentary tract 
and cover our skin and the mucosa lining our orifices normally maintain 
their communities in seemingly peaceful coexistence wi th the somatic 
cells that define us. Why don't these microbes invade and proliferate in 
the culture media within the soft, thin-walled flask that envelops us? Why 
don't they cause disease and lead t o  our rapid demise? 

For several microparasites, and for bacteria 
and viruses in particular, we have a good part 
of the answers to the question of why we 
don't get sick. There is a plethora of detailed, 
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but almost exclusively qualitative, informa- 
tion about the genetics, molecular biology, 
development, biochemistry, cell biology, and 
physiology of the nonspecific and specific 
immune defenses that protect mammals from 

('1 and the fat-
tors bacteria use to evade these defenses, 
sequester iron and other nutrients essential 

for their replication, and cause disease (2, 
3). Although these details are fundamental 
to understanding the mechanisms of patho- 
genesis, by themselves they are not suffi- 
cient. Knowing why we don't get sick and, 
by default, knowing why we do, ultimately 
comes down to a quantitative understand- 
ing of the processes responsible for the rise, 
dissemination, fall, and evolution of the 
populations of infecting microparasites and 
those of the somatic cells of the mammalian 
defenses. 

There have been several quantitative stud- 
ies of the within-host population dynamics of 
microparasite infections using mathematical 
models. The majority of these have been for 
viruses such as human immunodeficiency vi- 
rus (HIV) and its interaction with the specific 
immune system (4-6). There have also been 
few studies of the within-host population dy- 
namics of other microparasites such as pro- 
tozoa (7, 8) and bacteria (9, 10). Although 
there are certainly exceptions, for example, 

1112 	 11 MAY 2001 VOL 292 SCIENCE www.sciencemag.org 



E C O L O G Y  A N D  E V O L U T I O N  O F  I N F E C T I O N  0 
(9) and (lo), taken at large, at this time, our 
quantitative understanding of the within-host 
population dynamics of microparasite infec- 
tions is limited and would not have satisfied 
Lord Kelvin (11). 

Here we consider the within-host popula- 
tion dynamics and evolution of invasive bac- 
terial infections and that of the somatic cells 
responsible for controlling the proliferation 
of these bacteria. We focus on those elements 
of the population biology of bacterial infec- 
tions that we believe have to be elucidated in 
a quantitative way to understand bacterial 
pathogenesis and virulence and why some 
infected individuals get sick and others do 
not. 

Invasion, Colonization, Persistence, 
and Disease 
Infection and disease, like everything else 
in life, are continuous processes. Neverthe- 
less, as with other complex continuous pro- 
cesses, it is convenient and, perhaps be- 
cause of the limitations of our imagina- 
tions, necessary to study and describe the 
within-host population dynamics of bacte- 
rial infections as a sequence of more-or- 
less discrete stages. 

Stage 1: Invasion, Proliferation, and 
Colonization 
Systemic (invasive) infections commence 
with a population of bacteria traversing our 
skin and/or mucosal linings and entering our 
blood, somatic cells, and intercellular spaces 
and fluids (12). At this earliest stage of the 
infection process, we are passive, and our 
defenses are those that are on all the time and 
do not require signaling or specific instruc- 
tions to respond to the invasion by a popula- 
tion of microparasites. Nevertheless, despite 
the successful passage through this first sta- 
tion of the gauntlet, the infecting population 
of bacteria is likely to be cleared. This may 
occur for a variety of reasons including the 
following: (i) the entire invading population 
is killed by phagocytic cells, such as neutro- 
phils, or circulating bacteriocidal compounds, 
such as complement, (ii) the density of bac- 
teria traversing the integument is collectively 
too low to condition the tissue to allow their 
population to grow, or (iii) the mutations or 
phase shifts required to get across the mucosa 
or survive in the blood (13-15) do not occur 
(16). All of these reasons include a strong 
stochastic element, which could be one rea- 
son why only a fraction of individuals ex- 
posed to microparasites get productive infec- 
tions (1 7). 

Stage 2: The Nonspecific, Constitutive 
Host Responses 
When a population of infecting bacteria 
passes through the skin or mucus mem- 
branes and replicates, its densities will 

eventually reach a level where it will be 
recognized by our constitutive defenses and 
an inflammatory response will be initiated. 
Chemical signals, cytokines, will be gener- 
ated, diffuse from the site of the infection, 
and recruit phagocytic cells (primarily neu- 
trophils and monocytes) and bactericidal 
chemical defense (including complement 
and lysozyme) to the site of the infection. 
These constitutive defenses are nonspecif- 
ic. They recognize invasion by bacteria 
through molecules unique to these pro- 
karyotes (such as proteins initiated by 
formyl-met-leu-phe) but are unable to dis- 
tinguish different species and strains of 
bacteria. Whether the specific immune sys- 
tem is or is not informed about the foreign 
intrusion at this early stage of an inflam- 
matory response is not clear. The invading 
bacterial population may be cleared before 
the assistance of the specific immune re- 
sponse is induced or required (18). 

From a population dynamic-ecological 
perspective, the control of the replication of 
the bacterial population at this stage is 
analogous to that of a predator-prey system. 
The bacteria are the prey and the phagocyt- 
ic cells the predators, which along with 

nutrient limitation, complement, lysozyme, 
other chemical defenses, and introduced 
antimicrobial agents can halt the growth of 
the bacterial population and lead to its 
clearance. At a qualitative level, the basic 
elements of this process have been studied 
in considerable detail and are well de- 
scribed in textbooks (see Fig. 1). Yet at a 
quantitative level, the interactions between 
components of the constitutive immune and 
infecting populations of bacteria have bare- 
ly been considered. 

To understand these processes at a quanti- 
tative level, the diagram presented in Fig. 1 
would have to be expressed as a mathematical 
model (19). In the analysis of this model, of 
particular concern is the relative roles of nutri- 
ent limitation, complement, and other defensive 
chemicals and of the different populations of 
phagocytic cells in controlling the rate of pro- 
liferation or demise of the bacterial population 
as measured by their effect on the value (and 
sign) of +. Of practical interest is how different 
regimes of antibiotic use facilitate the control of 
the infection in a way that accounts for the host 
response, as well as the pharmacokinetics and 
pharmacodynamics of the antibiotics (20-23). 
Another focus of this analysis might be to as- 

Fig. 1. A model of the 
population dynamics + 
of an inflammatory 
response and control 
of a proliferating pop- 
ulatibn of bact&k by 2 
the nonspecific im- 
mune response. Solid 
arrows with plus signs 
denote a positive ef- 
fect on the growth of 
the noted population r 
or increase in the con- 
centration of bacteri- 
cidal chemicals, and 
broken arrows with 
minus signs denote 
negative effects. The I 
parameter 6 is the net I ' 
or realized growth rate 
of the bacterial popula- 

+ I  1 -  
tion. If 4 > 0, the density of the population is increasing, and if 4 < 0, it is in decline. In a mathematical 
model of this process, the arrows in this diagram would be represented by functions whose values will 
change in the course of time and with the density of bacteria [see (79)]. 1, The intrinsic growth rate of 
bacteria is proportional to the concentration of available resources and nutrients. 2, The proliferating 
bacterial population will stimulate the production of complement and other agents that kill them or 
make them more susceptible to phagocytosis and increase the rate of the migration of phagocytic cells 
into the site of the infection. 3, From a population dynamic perspective, antibiotics supplement the host 
defenses by reducing the rate of growth and/or killing the bacteria. 4, Through signaling, via an array of 
cytokines, the action of which is stimulated by the proliferating population of bacteria, phagocytic cells 
(primarily nutrophils and monocytes) would enter the site of the infection at higher rates and become 
increasingly voracious. In this model, these changes would be reflected in increases in their rate of 
migration and in the rate at which they take up free bacteria and kill those they have engulfed. 5, 
Although depicted as a single population, several different populations of phagocytic cells would be 
involved in this process: neutrophils, monocytes, and macrophages. Individual phagocytes can take up 
a number of bacteria. 6, Dissemination of bacteria via blood and other fluids. 7, The formation of an 
abscess. As time proceeds, puss (debris, dead bacteria, and phagocytic cells) will build up and the site 
of the infection can become walled off by membranes of host cells, and the rate of dissemination of 
bacteria from that site is thus reduced. 8, Macrophages will migrate into the site of the infection to clean 
up the debris and participate in the feeding frenzy of the other phagocytic cells present. Some of these 
macrophages along with free bacteria and parts thereof will make their way to the germinal centers as 
either free antigen or antigen-presenting cells and induce the specific immune response. 
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certain the rates at which free bacteria, bacterial specified in Fig. 1 for the inflammatory re- 
antigens, macrophages, and other somatic cells sponse. The functions, i.e., the arrows in Fig. 
displaying bacterial antigens migrate from the 1, that govern the rate of proliferation of the 
site of the infection and induce a specific im- bacteria would then take into account the 
mune response. changes in the concentration of specific anti- 

The model depicted in Fig. 1 is relatively body and densities of cytotoxic T cells. The 
general and its purpose is primarily heuristic. questions of interest for this more compre-
The form and magnitude of the functions hensive model of the host defenses would be 
depicted by the solid and broken arrows vary extensions of those outlined above for the 
depending on the bacterial species and strain. inflammatory response, i.e., to evaluate the 
The values of these functions and how they contribution of circulating antibodies and 
respond to changes in the density of the CTLs in controlling the rate of proliferation 
bacterial population depend on the mecha- or demise of the infecting bacterial popula- 
nisms these bacteria have to sequester iron tion, as measured by their effect on the value 
and other nutrients, subvert host defenses, and sign of 6 
and survive and replicate in the phagocytic An important secondary effect of the 
cells (their virulence determinants). For induction of the specific immune response 
example, encapsulated strains of bacteria, is the generation of immune memory (37-
such as those of Streptococcus pneirrnoniae 40) and thus immunity to subsequent infec- 
will, in the absence of a specific immune tion by bacteria of that antigenic ilk and 
response be less susceptible to phagocytosis their endo- and exotoxins. When those bac- 
than those without capsules. Some species of teria traverse the integument a second time. 
bacteria such as Listeria monocytogenes their rate of clearance will be accelerated. 
and Legionella pneirnzophila are rapidly because of the rapid ascent of the specific 
taken up by macrophages and other phago- immune response. 
cytic cells and, like ~tlj~cobacteriumtuber-
culosis, can survive and replicate within Why W e  Get Sick and Succumb to  
these phagocytes. Bacterial Infections 

Although bacteria may be the cause of disease. 
Stage 3: Specific Immunity infection alone does not explain why we get 
If bacteria are not rapidly cleared during the sick and succumb to bacterial infections. Even 
first two stages of the infection, and perhaps if when a mammal dies of a bacterial infection. 
even if they are, the specific immune defenses the biomass of bacteria responsible is usually 
will be induced. These defenses include the negligible. Ironically, the same defense mecha- 
production of cytotoxic T lymphocytes (CTL, nisms that prevent the proliferation of bacteria 
which consist predominantly of CD8 T cells) (and other microparasites) are also responsible 
that are specific for infected host cells and the for much of the virulence of those infections. 
humoral response, involving circulating anti- When the density of bacteria gets large enough. 
bodies that are specific for the infecting bacteria the infection will be recognized as heat and 
and parts thereof The generation of both the pain, a fever will ensue, and there will be 
cell-mediated and hurnoral immune responses malaise Although the apparent (and probably 
is population dynamic and evolutionary pro- the evolved role) of the inflammatory response 
cesses and has been considered as such for is to control the proliferation of microparasites. 
some time (24-36). it is a two-edged sword in other ways. In some 

The effect of this escalation of the host tissues and organs. such as the cerebral soinal .. 
response is a profound increase in the rate at fluid, a massive inflammatory response in itself 
which free bacteria, as well as viable bacteria could be detrimental and even lethal. While 
within macrophages and other somatic cells attempting to control the proliferation of the 
are killed. The circulating antibodies bind to - bacteria and rid the host of endo- and exotoxins 
antigens on the surface of the bacteria to they produce, there could be a massive killing 
cause opsonization, making them consider- of somatic cells by what is well described as 
ably more liable to phagocytosis (including "friendly fire" (41). A perverse side effect of 
those with formerly refractory capsules). The these processes can be permanent physical im- 
induction of additional complement pathways pairment or even the death of the host. Thus, the 
will further reduce the rate of growth of free host may succumb to an infection even when 
bacteria and, ideally, make the value of 6 in the defensive gauntlets of the constitutive and 
Fig. 1 negative. A further reduction in the specific immune response are effective in stop- 
bacterial population will come from the CTLs ping the proliferation of the infecting popula- 
killing macrophages and other somatic cells tion of bacteria 
that bear viable hacteria To incorporate the 
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Commensal Host-Bacterial Relationships 

in the Cut 

Lora V. Hooper and Jeffrey I. Gordon* 

One potential outcome of the adaptive coevolution of humans and 
bacteria is the development of commensal relationships, where neither 
partner is harmed, o r  symbiotic relationships, where unique metabolic 
traits or other benefits are provided. Our gastrointestinal tract is colonized 
by a vast community of symbionts and commensals that have important 
effects on immune function, nutrient processing, and a broad range of 
other host activities. The current genomic revolution offers an unprece- 
dented opportunity to identify the molecular foundations of these rela- 
tionships so that we can understand how they contribute to our normal 
physiology and how they can be exploited to develop new therapeutic 
strategies. 

The first draft of our complete DNA se-
quence represents a historic event in our 
quest for self-knowledge (1, 2). Knowing our 
genotype highlights the need to understand 
how environmental factors interact with our 
genetic traits to influence health and predis- 
pose us to illness. In the midst of the current 
revolution in comparative and functional 
genomics, it is therefore appropriate to con- 
sider another form of self-knowledge: the 
contributions of our microbial partners to our 
biology. From birth to death, we are colo- 
nized by a vast, complex, and dynamic con- 
sortium of microorganisms that may outnum- 
ber our somatic and germ cells (3). The Nobel 
laureate Joshua Lederberg has suggested us- 
ing the term "microbiome" to describe the 
collective genome of our indigenous mi-
crobes (microflora), the idea being that a 
comprehensive genetic view of Homo sapi-
ens as a life-form should include the genes in 
our microbiome (4). 
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Bacteria have inhabited Earth for at least 
2.5 billion years (5). As a result, our prede- 
cessors have had to adapt to a biosphere 
dominated by microbes. However, we have 
minimal knowledge of how coevolution with 
indigenous microorganisms has shaped our 
genome and microbiome, as well as our phys- 
iology and postnatal development. For exam- 
ple, the human genome encodes 223 proteins 
with significant homology to bacterial but not 
eukaryotic proteins, suggesting that they 
were acquired through horizontal transfer of 
bacterial genes (I). Unfortunately, the com- 
ponents of our microbiome remain poorly 
defined. Like most complex ecosystems, enu- 
merating membership in the various microbi- 
al societies that reside on our body surfaces 
has been hindered by the fact that most soci- 
etal members cannot be cultured ex vivo. 
Moreover, most microbial genome-sequenc- 
ing projects have focused on pathogens. 
Those that have embraced nonpathogens 
have turned to Archaea to understand the 
evolutionary diversification of protocytes and 
e u k a ~ o t e s  or to extremophiles to examine 
their adaptations to harsh environments and 
their potential for performing comrnercia1l~ 
applicable chemistry (6). 

Interactions between bacteria and their 
hosts can be viewed in terms of a continu- 
um between symbiosis, commensalism, and 
pathogenicity, with symbiosis and comrnen- 
salism grouped under the general heading of 
mutualism (Fig. 1). "Symbiosis" refers to a 
relationship between two different species 
where at least one partner benefits without 
harming the other and is typically centered on 
metabolic capabilities that allow either or 
both partners to exploit an otherwise unavail- 
able or poorly utilizable nutrient foundation 
(7, 8).  The term "commensal" comes from 
the medieval Latin "commensalis," meaning 
"at table together," and generally refers to 
partners that coexist without detriment but 
without obvious benefit. A pathogenic rela- 
tionship results in damage to the host. Sym- 
biosis and commensalism have been viewed 
as potential outcomes of a dynamic "arms 
race" (9) initiated when a pathogen encoun- 
ters a vulnerable host. In this race, a change 
in one combatant is matched by an adaptive 
response in the other. In some settings, the 
arms race evolves toward attenuation of vir- 
ulence and peaceful coexistence, with or 
without frank codependence (symbiosis). In 
other circumstances, the pathogenic relation- 
ship is sustained by the development of ef- 
fective countermeasures that bypass the 
host's innate or adaptive defenses (Fig. 1). 
Ewald has coined the term "evolutionary ep- 
idemiology" to underscore how a compre-
hensive analysis of disease prevalence and 
spread must include the set of adaptive re- 
sponses of host and pathogen to one another 
and their outside environment over time (10). 
He and others have emphasized that the con- 
cept of obligate evolution of parasites (patho- 
gens) to benignness should be rejected on the 
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