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Examples of multiplication by neurons or neural circuits are scarce, although 
many computational models use this basic operation. The owl's auditory system 
computes interaural time (ITD) and level (ILD) differences t o  create a two- 
dimensional map of auditory space. Space-specific neurons are selective for 
combinations of ITD and ILD, which define, respectively, the horizontal and 
vertical dimensions of their receptive fields. A multiplication of separate 
postsynaptic potentials tuned t o  ITD and ILD, rather than an addition, can 
account for the subthreshold responses of these neurons t o  ITD-ILD pairs. Other 
nonlinear processes improve the spatial tuning of the spike output and reduce 
the f i t  t o  the multiplicative model. 

Space-specific neurons in the owl's auditory where V ,  represents a membrane potential 
map of space represent the results of all offset. The second term indicates the mul- 
computations involved in the determination tiplicative interaction between ITD and 
of the ITD and ILD that define the owl's ILD inputs. U(i) and V(j) are the ITD and 
auditory space (I, 2). The parallel pathways ILD inputs and h is a singular value. The 
that process these cues merge in the external svd of M yielded nearly constant first sin- 
nucleus of the inferior colliculus (ICx) to 
confer on the space-specific neurons selectiv- 
ity for combinations of ITD and ILD (3, 4) A 
(Fig. 1A). How do postsynaptic potentials 
(psps) from the two sources interact to pro- 
duce subthreshold and suprathreshold re- 
sponses to ITD-ILD pairs? 

Clusters of similar ITD-ILD pairs elicited 
suprathreshold depolarizing psps, whereas 
other ITD-ILD pairs induced hyperpolariza- 
tion (Fig. 1C) (5-8). These response proper- 
ties underlie the center excitatory and sur- 
round inhibitory organization of receptive 
fields (Fig. ID) (9). All the neurons studied 
behaved like analog AND gates of ITD and 
ILD, suggesting that the two inputs are mul- 
tiplied instead of being added. We used the 
method of singular value decomposition 
(svd) to show multiplication (10). This tech- 
nique transforms a matrix into a weighted 
sum of the products of two independent vec- 
tors, called "singular vectors." The contribu- 
tion of these products to the original matrix is 
ranked by the elements ("singular values") of 
a diagonal matrix. 

The following example illustrates how the 
method works using the data obtained from a 
space-specific neuron. The responses of the 
neuron to ITD-ILD pairs were arranged in a 
matrix, M, in which ILD and ITD varied 
along rows and columns, respectively (Fig. 
2A). We tested the hypothesis that the matrix 
contains constant and multiplicative compo- 
nents as in the following equation: 
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gular vectors, confirming that the dominant 
term in M was an offset membrane voltage 
V ,  (blue area in Fig. 2B). We determined 
the optimal V ,  value in the equation ( V ,  = 
-66.8 mV in this example) by minimizing 
the sum of the squared singular values oth- 
er than the first one in the svd of M - V,. 
This procedure maximizes the difference in 
fractional energy or weight between the 
first and the remaining singular values of 
M - V ,  and is equivalent to a least squares 
fit to the multiplicative model. For all neu- 
rons, the best V,  was usually close to the 
maximal level of hyperpolarization, corre- 
sponding to the deepest trough of ITD 
curves. An svd of the sample matrix after V ,  
subtraction showed 98.57% of the energy 
in the first singular value and 0.96% in the 
second. Thus, a major part of the data 
matrix consists of a constant offset mem- 
brane voltage V,  and a multiplication prod- 
uct. Computation of U, and V, (first left 
and right singular vectors) of M - V ,  (Fig. 
2, E and F) yielded functions similar to the 
neuron's measured ITD and ILD response 
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Fig. 1. Space-specific neuron. (A) A drawing of an ICx neuron and its axon projecting to the optic 
tectum (OT). (B) The same neuron labeled with neurobiotin. (C) Postsynaptic potentials in 
response to different ITD-ILD pairs. Dotted Lines indicate the mean resting potential. (D) Spiking 
responses of the same neuron to different ITD-ILD pairs. The large peak is the excitatory center and 
the flat area around it is the inhibitory surround [compare (C) and (D)]. Negative (-)ITD and 
negative (-)ILD mean, respectively, sound in ipsilateral ear Leading and Louder. 
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curves, once V,  was added (11) (Fig. 2, C original matrix (Fig. 2B). This finding con- 
and D). Finally, we verified that the equa- firms that ITD and ILD inputs are in- 
tion provided a close approximation of the dependent of each other, as previously 
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Fia 2. Multiplicative combination of ILD and ITD inputs. (A) Raw data matrix. (0) Reconstruction of the 
matrix from 'the computed left and right singular vekors and the first singular value. Addition of V, [DC 
offset (blue areal1 that minimizes the second singular value almost restores the original matrix. (Cl 
ITD c u ~ e .  (D) lib curve. (E) Computed left sinGlar vector. (F) Computed right s&ular vector. . 

Fig. 3. Comparison of multiplicative and additive A 
models for psps data. (A) Fractional energy of singular 
values for psps data in 15 neurons. A mean of 96.6 + 
2.1% of energy was in the first singular value in this - 
sample of neurons. This plot appears sparse, because 
values from different neurons coincide extensively. $ 
(0) Fractional energy in the second singular values g 
(bar graphs) after subtracting an offset. Asterisks in- 
dicate those cases in which the second singular value 2 
was above noise level. The solid line [multiplication .g 
(%) axis on the right] indicates the percent contribu- 2 
tion of multiplicative processes when only the singu- 
lar values above noise level are used in the computa- 
tion of fractional energy. This value reaches 100% in 
those cases in which only the first singular value is 
larger than noise. (C) Correlation between the pre- 
dicted response by multiplication and the original 
data for all the neurons. (D) Correlation is better with B 
the multiplicative model than with the additive 
model. 

Singular value 

shown by other methods (3, 4). 
We tested the multiplicative hypothesis 

in 15 neurons in which we obtained re- 
sponses for a large number of ITD-ILD 
pairs. All neurons showed similar trends to 
those described in the example mentioned 
above. After subtraction of V,, the first 
singular value yielded a mean fractional 
energy of 96.6 + 2.1% (Fig. 3A). We also 
examined which lower ranking singular 
values (second, third, etc.) were above the 
variability of the data and within the con- 
fidence interval of the first singular value. 
For a confidence level of 99.9% (12) with 4 
degrees of freedom and the largest standard 
deviation, all singular values other than the 
first one were within the noise of our mea- 
surement in seven neurons. In these cases, 
100% of the energy was in the first singular 
value. The first and second singular values 
were above the noise level in the remaining 
eight neurons (Fig. 3B). In these cases, the 
energy in the first singular value was 
97.9 + 0.9%. Thus, multiplication accounts 
for a large part of the observed responses in 
all neurons. 

We also tested an additive model for 
comparison with the multiplicative model. 
A pure additive combination of ITD and 
ILD inputs can be given by 
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mean membrane potential. F(i) and G(j ]  

-90 1 , 
-90 -80 -70 8 0  -50 4 0  

Data (mV) 

-90 -80 -70 -60 -50 4 0  

Data (mV) 

13 APRIL ZOO1 VOL 292 SCIENCE www.sciencemag.org 



R E S E A R C H  A R T I C L E  

represent the ITD and ILD inputs and were 
obtained by averaging rows and columns of 
M - V,, respectively. However, this model 
could not reconstruct the original data 

Singular value 

Data (spikes/stimulus) 

matrix as well as the multiplicative model 
(Fig. 3, C and D). The error of the fit to the 
original data was significantly larger for the 
additive model than for the multiplicative 
one (Ftest, P < 0.002). We also considered 
the possibility of both multiplication and 
addition contributing to the subthreshold 
responses of space-specific neurons. How- 
ever, a combination of addition and multi- 
plication turned out to be nothing but mul- 
tiplication. Therefore, the above compari- 
son of the multiplicative and additive mod- 
els should suffice to show which model 
explains the data better. 

For comparison with the intracellular 
data, we performed an svd on the spike data 
for the same 15 cells that were used for the 
analysis of psps (Fig. 4A). One of these 
neurons fired a single spike in response to 
the 100-ms stimulus and behaved like a 
perfect digital AND gate in that 100% of 
the energy was in the first singular value. 
However, lower ranking singular values 
varied from neuron to neuron more widely 
in the spike data than in the membrane 
potential data. This variability caused the 
mean fractional energy for the first singular 
value to drop to 78.6 + 40.7% (n = 15 
neurons). Thus, the distribution of energy 
was more clearly biased toward the first 
singular value in the intracellular data than 
in the spike data. This departure from mul- 
tiplication is partly due to additional non- 
linear processes such as thresholding and 
nonlinear conversion of membrane poten- 
tial to spikes (7) (Fig. 5). We also com- 
pared the multiplicative and additive mod- 
els on the spike data. The reconstructed 

matrix fitted the data matrix better with 
multiplication than with addition (Fig. 4, B 
and C). The error of the fit was larger for 
the additive model than for the multiplica- 
tive one (Ftest, P < 0.002). 

Examples of multiplication by neurons 
or neural circuits are scarce, although many 
computational models use this basic oper- 
ation (13-16). Neurons of the monkey's 
posterior parietal lobe show "gain fields" 
that can be explained by a multiplication of 
retinal and eye or head position signals 
(17). The response of high-order visual 
neurons of locusts and pigeons predicts 
time of collision by multiplying the veloc- 
ity of the retinal image edge with an expo- 
nential function of the size of the retinal 
image of the object (18, 19). Behavior and 
high-order visual neurons in flies show re- 
sponses that are consistent with coinci-
dence detection, although the primary co-
incidence detectors remain to be identified 
(20). None of these studies identified the 
relevant psps that were multiplied, with one 
exception, in which postsynaptic inhibition 
was shown to underlie the directional sensi- 
tivity of the rabbit's visual ganglion cells 
(21). Me1 and Koch (22) put forth a model in 
which multiplication of lower order recep- 
tive fields gives rise to a higher order re- 
ceptive field. The owl's space-specific neu- 
rons behave like their model, although we 
do not know what biophysical mechanisms 
are involved. y-Aminobutyric acid-medi- 
ated inhibition and N-methyl-D-aspartate- 
mediated responses in ICx might contri- 
bute to the multiplicative process (23, 
24). 

Fig. 5. Additional non- 
linear processes in the 

i 
formation of receptive 
fields. The translation 
from membrane po-
tentials t o  spikes in-
volves nonlinear pro-
cesses other than mul- 

\-,,-\ 	tiplication. (A) ITD 
curve in mean mem-
brane potentials (top) 
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Fig. 4. Comparison of multiplicative and addi- 
tive models for spikes data. (A) Fractional en- 
ergy of singular values for spike data derived 
from the same set of neurons. Note shifts in 
fractional energy toward lower ranking singular 
values as compared with the membrane poten- 
t ial data (Fig. 3A). (B) Correlation between the 
number of spikes expected by multiplication 
and the data. Note a larger scatter here than in  
Fig. 3C. (C) The additive model fails t o  predict 
the spike data. 

.-.-
-" m 

1 

3 1  

7 

ILD (dB) 

-- 

for the same neuron 
(bottom). (B) ILD curve 
in mean membrane po- 
tentials (top) and ILD 
curve in mean spike 
rate per stimulus for 
the same neuron (bot- 

tom). Resting mem-
brane potential and 
spontaneous response 
are shown by dashed 
lines. 
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Josephson Junctions with 

Tunable Weak Links 
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The electrical properties of organic molecular crystals, such as polyacenes or 
C,,, can be tuned from insulating to superconducting by application of an 
electric field. By structuring the gate electrode of such a field-effect switch, the 
charge carrier density, and therefore also the superfluid density, can be mod- 
ulated. Hence, weak links that behave like Josephson junctions can be fabricated 
between two superconducting regions. The coupling between the supercon- 
ducting regions can be tuned and controlled over a wide range by the applied 
gate bias. Such devices might be used in superconducting circuits, and they are 
a useful scientific tool to  study superconducting material parameters, such as 
the superconducting gap, as a function of carrier concentration or transition 
temperature. 

Superconductivity is a most intriguing 
macroscopic quantum state, known for al- 
most a century (I), yet still of great intel- 
lectual challenge and attraction, even as 
new classes of materials and new pairing 
mechanisms and order parameter symme- 
tries are discovered. A particular conse-
quence of the macroscopic quantum state is 
the occurrence of the Josephson effect 
when two superconductors are weakly con- 

'Bell Laboratories, Lucent Technologies, 600 Moun- 
tain Avenue, Murray Hill, NJ 07974-0636, USA. 'Sol- 
id State Physics Laboratory, ETH HGnggerberg, CH- 
8093 Zijrich, Switzerland. 

*To whom correspondence should be addressed. E- 
mail: hendrik@lucent.com 

nected. This effect is at the heart of prac- 
tical devices such as ultrasensitive magnet- 
ic field detectors. In these devices, a care- 
fully crafted thin insulating layer typically 
provides the coupling between supercon-
ductors. The coupling strength is exponen- 
tially sensitive to the insulator thickness 
and is fixed once the junction has been 
fabricated. However, it would be desirable 
to have an adjustable link, both in single- 
junction devices or in circuits where many 
superconductors could be Josephson-cou- 
pled and decoupled in an externally con- 
trolled way, as might be needed in quantum 
com~uting.We describe a method to create 
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be varied over the full possible range sim- 
ply through the variation of an external 
voltage. It is based on the idea of control- 
ling the superconducting properties of ma- 
terials by an applied electric field (2). Such 
modulation has been demonstrated in a va- 
riety of field-effect devices (3-9). The 
technique of gate-induced superconductiv- 
ity was used to exploit the capability of 
creating a controlled spatial modulation of 
the superfluid density within the same ma- 
terial through a suitable modification of the 
gate potential profile. Hence, an external 

Gab 

Fig. 1. Schematic of a "weak link" prepared on 
an organic single crystal. The cross-section of 
such a weak link shows the structured gate 
dielectric layer. By adjusting the gate voltage, 
a spatial variation of the carrier concentra- 
tion can be achieved, which leads to the 
formation of a weak link [superconductor- 
normal conductor-superconductor (SNS) 
structure], although the details depend sen- 
sitively on the gate voltage, as seen in the 
insets of Fig. 3. Rather than forming a normal 
conducting region, a nonconducting (insulat- 
ing) region appears to form. 
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