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Role of the Stratospheric Polar 

Freezing Belt in Denitrification 


A. Tabazadeh,'* E. J. Jensen,' 0. B. Toon,* K. Drdla,' 
M. R. Schoeber13 

Homogeneous freezing of nitric acid hydrate particles can produce a polar 
freezing belt in either hemisphere that can cause denitrification. Computed 
denitrification profiles for one Antarctic and two Arctic cold winters are pre- 
sented. The vertical range over which denitrification occurs is normally quite 
deep in the Antarctic but limited in the Arctic. A 4 kelvin decrease in the 
temperature of the Arctic stratosphere due to anthropogenic and/or naturat 
effects can trigger the occurrence of widespread severe denitrification. Ozone 
loss is amplified in a denitrified stratosphere, so the effects of falling temper- 
atures in promoting denitrification must be considered in assessment studies 
of ozone recovery trends. 

Polar stratospheric cloud (PSC) sightings 
date back to the 19th century (1). Up to a few 
decades ago, PSCs were known primarily for 
their colorful glows that occasionally filled 
up the skies over the poles in winter and early 
spring. Soon after the discovery of the spring- 
time Antarctic "ozone hole" (2), chlorofluo- 
rocarbons (CFCs) (3) along with naturally 
occurring PSCs (4) were identified as impor- 
tant agents in ozone destruction. It was hy- 
pothesized (4) and later proven (5, 6) that 
PSCs promote formation of active chlorine, 
originally derived from man-made emission 
of CFCs (3), that catalytically destroys ozone 
molecules. 

Another interesting feature of some PSCs 
is that they contain large amounts of nitric 
acid (7, 8). Recent analysis of space-borne 
observations (9) indicates that a continuous 
downward flow of large cloud particles (larg- 
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er than a few micrometers) can form within 
persistent PSCs. This flux of large particles 
can remove a substantial amount of nitric 
acid from the altitude range in which PSCs 
can form (-16 to 24 km) in periods of less 
than 2 weeks (9). The process of irreversible 
nitric acid removal from the stratosphere is 
known as denitrification (7, 1 0 , l l ) .  Current- 
ly, it occurs extensively only inside the Ant- 
arctic vortex (9, 12). A denitrified strato-
sphere in early spring is primed for ozone 
destruction because reactive nitrogen that can 
mediate ozone loss (by sequestering active 
chlorine) has been removed from the strato- 
sphere (13). 

Even after more than a decade of research 
on PSCs, a quantitative understanding of how 
large nitric acid<ontaining cloud particles 
(14) form in the stratosphere has remained 
elusive (13, 15). Many in situ and remote 
sensing observations show the existence of 
both small liquid and large solid cloud parti- 
cles containing nitric acid in the polar strata-
sphere (I3, 16)' Liquid nitric 
cloud particles are composed of su~ercooled 
ternary solutions (STS) of nitric acid, sulfuric 
acid, and water (17, 18). Because STS parti- 
cles form by condensational growth, their 
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average size remains below 0.5 pm, making 
them inefficient in denitrifylng the strato- 
sphere. Several theories (13) have been put 
forward to explain how large nitric acid di- 
and trihydrate (NAD and NAT) particles se- 
lectively nucleate and grow in the strato- 
sphere (14). However, all reported studies 
(13) lack a quantitative description of the 
underlying nucleation processes involved. 

/ , , ;NAT] 1 od 
186 188 190 192 194 196 

Temperature (K) 

Fig. 1. APCM calculations of STS composition 
and hydrate saturation in solution as a function 
of temperature. For a given temperature, the 
hydrate saturation in solution is computed by 
dividing the vapor pressure of HNO, over an 
STS solution (calculated from the APCM) by the 
computed vapor pressure of HNO, over NAD 
(37) and NAT phases (39). In the lower panel, 
temperature-dependent hourly hydrate particle 
production rates for an assumed size distribu- 
tion of background aerosols [number density 
N = 15 cmP3, a = 1.8, and diameter = 1.82 
p,m (40)] are shown. Vertical bars show the 
sensitivity of hydrate particle production rates 
to J uncertainties (21, 27). Calculations were 
performed at 50 mbar (-20 km) for HNO,, 
H,O, and H 0, mixing ratios of 9 ppbv, 5 parts 
per millionfoy volume (ppmv), and 0.5 ppbv, 
respectively. 

Fig. 2. Time evolution of cold areas 
for one Antarctic (SH) and two Arctic 
(NH) winters at 50 mbar (-20 km). 
The thin and thick lines show total 
areas below 192 K and between 190 
and 192 K, respectively. The thin lines 
also show roughly the areas in which 
NAD particles were stable in the at- 
mosphere (37). Parcel initialization 
dates (25) for each winter are marked 
as vertical dashed lines (18 June 
1992,13 January 1995, and 8 January 
2000), and their corresponding polar 
projection maps are also shown. Colorel 
mark the periods ( 2 2  weeks from the 

We have incorporated rate equations de- 
scribing the homogeneous freezing rates of 
NAD and NAT from STS (19-21) into a 
one-dimensional (ID) cloud model (22) to 
simulate the formation, growth, and sedimen- 
tation of large NAD and NAT particles. STS 
properties in solution are calculated using an 
aerosol physical chemistry model (APCM) 
(17). APCM results are read into the 1D 
Community Aerosol Radiation Model for the 
Atmosphere (CARMA) that treats growth 
and sedimentation, which determine the mag- 
nitude and the depth of the denitrification for 
a given set of known atmospheric conditions. 
The CARMA model has been validated and 
successfully applied to study the properties of 
both cirrus (23) and PSCs (11). 

Figure 1 shows STS composition and hy- 
drate saturation (S) variations with tempera- 
ture at 50 mbar. The NAD and NAT S ratios 
were used to calculate hydrate particle pro- 
duction rates in the atmosphere. The narrow 
temperature margin centered around 191 K 
(to within 2 1 K), where NAD particle pro- 
duction rates peak in solution is refereed to as 
the "nucleation window" (24). On average, 
the hourly NAD (NAT) particle production 
rate in an air mass traveling within the nucle- 
ation window is about 2 X lo-' (4 x 
~ m - ~ .  Once an air mass exits the nucleation 
window, hydrate particle production rates 
drop quickly, particularly at the low-temper- 
ature end (Fig. 1). Thus, homogeneous freez- 
ing of solid PSCs occurs more readily in air 
masses that are cooling slowly because such 
air masses have a better chance of being 
exposed to optimal freezing temperatures for 
longer periods than those cooling at a faster 
rate. 

In Fig. 2, the time evolution of the area 
enclosed by the nucleation window (Fig. 1) is 
shown for three polar winters. Polar projec- 
tion maps are shown for 3 days to visualize 
how the margins of the nucleation window 
spatially transform into an area that encircles 
the polar vortex. We refer to this optimal 
freezing area as a "polar freezing belt." In the 
Antarctic, the polar freezing belt is persistent 
for over 3 months, whereas for the cold Arc- 
tic winters studied here, the polar freezing 
belt is present for approximately a month. 

- .  May - SH Month - Oct 

However, when present, the freezing areas 
are comparable in size over both hemispheres 
and are 114 to 314 as large as the size of the 
continental United States. Hence, the freezing 
areas are spatially large, and the polar freez- 
ing belt thus can act as an efficient engine to 
produce continuously solid PSC particles in- 
side the polar vortex. The major difference 
between the two poles at present is the size of 
the NAD stability areas (Fig. 2, areas with 
temperatures <I92 K) in which nucleated 
NAD particles can grow to become large 
particles (14). In the Antarctic, NAD stability 
areas are two to three times larger than those 
in the Arctic, resulting in the formation of 
more persistent clouds (9) that can lead to 
severe denitrification. 

Double-headed arrows in Fig. 2 mark the 
study periods during which solid PSC prop- 
erties were calculated. The Antarctic study 
period is chosen because denitrification is 
actively occurring during this time (9). The 
Arctic study periods are selected because 
they present the coldest Cweek period during 
which PSC lifetimes are most Antarctic-like 
in duration (9). PSC lifetimes computed for 
the 1999-2000 Arctic winter study period 
are, on the average, 2 to 3 days longer than 
those calculated previously (9) for a few cold 
Arctic winters in the 1990s. The effect of 
longer lasting PSCs during the last Arctic 
winter in promoting denitrification is dis- 
cussed here. 

Computed (25) nitric acid hydrate cloud 
properties, which are in good agreement with 
recent in situ measurements of large FINO3- 
containing cloud particles during the 1999- 
2000 Arctic winter (26), are similar over both 
poles (Fig. 3). For standard runs (27), NAD is 
the dominant hydrate in the column for most 
altitudes. The uncertainties in J values (27) 
result in large variations in NAD number 
densities (factors of 2 to 10) but not NAD 
particle sizes (horizontal bars in Fig. 3). For 
nearly all altitudes, NAT particles are larger 
than NAD. When NAD is converted to NAT 
(28), NAT number densities increase by near- 
ly an order of magnitude relative to values 
found from NAT nucleating directly from 
STS (27), whereas NAT particle sizes are not 
greatly affected (Fig. 3). 

NO; - NH Month -  pi 
d belts show the spatial coverage of areas between 190 and 192 K temperature contc 
marked initialization dates) during which model calculations were performed (22, 
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Final HNO, profiles for different assump- 
tions of J values and particle types are shown 
in Fig. 4 (27, 28). Low particle number den- 
sities shown in Fig. 3 resulted in substantial 
denitrification in some air parcels, except 
when lower-bound J values (27) are used in 
the model. Because lidar (16) and in situ 
studies (26) show that large PSC particles are 
widespread in the Arctic, the lower-bound J 
values (27) are not appropriate for atrno- 
spheric applications if homogeneous freezing 
is to explain large solid particle observations 
in the Arctic. Results from standard and up- 
per-bound J values (27) indicate that denitri- 
fication is primarily caused by sedimentation 
of 4- to 7-p,m NAD particles [containing -1 
to 2 parts per billion by volume (ppbv) of 
condensed phase HNO, in cm-3 of air] and 
that larger NAT particles (containing less 
than 0.3 ppbv of condensed phase HNO, in 
cm-3 of air) contribute to at most 10% of the 
overall denitrification. When NAD is con- 
verted to NAT (28), denitrification is signif- 
icantly enhanced (Fig. 4) compared with 
standard results (27). 

Figure 4 shows a near-complete depletion of 
Antarctic nitric acid profiles after 4 weeks of 
simulation (29). Arctic profiles are less depleted 
and the depth of the column is not as deep as 
that computed for the Antarctic, even for the 
1999-2000 winter that has been shown to be the 
coldest Arctic winter over the last two decades 
(30). However, for standard results (27) all ni- 
tric acid profiles for the 1999-2000 winter 
(green horizontal bars in Fig. 4) show some 
degree of denitrification (-20 to 55% nitric acid 
depletion at the peak height of the denitrified 
layers at -21 lan). In contrast, the 1994-1995 
Arctic winter still does not show the develop- 
ment of a distinct denitrification ~rofile. even 
with model assumptions that maximize hydrate 
particle production rates. We attribute the 
growth in the depth of the denitrified layers in 
the last Arctic winter to the presence of unusu- 
ally long lasting PSCs in the early part of Jan- 
uary. 

Denitrified layer computed depths (25) are 
compared against the nitric acid vertical reso- 
lution of the MLS (Microwave L i b  Sounder) 
(-6 lan) and ILAS (Improved Limb Atmo- 
spheric Spectrometer) (- 1 lan) instruments on- 
board the UARS (Upper Atmosphere Research 
Satellite) and ADEOS (Advanced Earth Ob- 
serving Satellite) satellites, respectively (Fig. 
4). Because Arctic (not Antarctic) denitrified 
layers are shallow in depth, MLS (12, 31) is 
unable to detect measurable HNO, redistribu- 
tion within these layers. However, the ILAS 
(32) has recorded -40% de- and renitrification 
in cold Arctic air parcels (Fig. 4). For both 
Arctic winters studied here, the calculated de- 
and renitrification that occurred in the model is 
precisely observable by the ILAS but not by the 
MLS. In addition, the growth in the depth of 
denitrified layers calculated here for the 1999- 

2000 winter could be the main reason why 
MLS has seen for the first time evidence of 
widespread Arctic denitrification on the order 
of -20% (31). Thus, model calculations pre- 
sented here are consistent with space-borne ob- 
servations of nitric acid loss over both poles 
during the last decade. Also, Arctic HNO! pro- 
files in Fig. 4 show large perturbations m the 
HNO, concentration around the ER-2 aircraft 
cruise altitude (-18 to 20 lan). This could 
explain why many in-situ gas phase HNO, 
measurements (13, 26, 33) during past cold 
Arctic winters show evidence of over 50% 
denitrification at the ER-2 cruise altitude. 

Currently the thermal structure of the Arc- 
tic (1 1) is such that PSCs are relatively short- 
lived (9), which (as we show here) limits the 
possible vertical range of denitrification to a 
few kilometers in most Arctic air parcels. 
However, with a growing trend in the con- 
centration of greenhouse gases, the lower 

Fig. 3. Average NAD 
(thin lines) and NAT 
(dashed lines) particle 
size and number den- 
sity after 2 weeks of 
simulation. The curves 
are obtained by aver- 
aging at each altitude 
the size and number 
density variations cal- 
culated in all parcels 
(25). The thin solid 
and dashed lines are 
calculated using stan- 
dard J values (27). The 
horizontal bars show 
the sensitivity of NAD 

stratosphere is predicted to become colder in 
the future (13, 34). In Fig. 4 the computed 
magnitude of denitrification is greatly en- 
hanced for the 1999-2000 Arctic winter 
when vertical temperature profiles used in the 
model (22, 25) are cooled by 4 K (9). To 
cause such a dramatic cooling in the Arctic, a 
major contribution from currently not-well- 
understood dynamical factors would be re- 
quired because the direct radiative cooling 
due to the greenhouse gas buildup can only 
cool the stratosphere by about 1 to 2 K over 
the next two decades (34). 

Severity in the growth of denitrification 
due to future colder polar temperatures can 
delay the recovery of Arctic ozone if climate 
change and/or natural variability can signifi- 
cantly affect the thermal structure of the Arc- 
tic in the coming decades. Also, the future 
occurrence of denitrification in the colder 
boundaries of the Antarctic vortex edge can 
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Fig. 4. Final average HNO, mixing ratio profiles after 4 weeks of simulation. Thin solid lines are 
calculated using standard / values (23, and the effect of J uncertainties on the results are shown 
as dashed lines (27). The thick lines show final HNO, mixing ratios when NAD is converted to  NAT 
(28). The lines are obtained by averaging at each altitude the HNO, mixing ratio variations in all 
parcels (25). The range of variation in HNO, mixing in all parcels for standard J values (27) are 
shown as horizontal bars. The thin solid green line (labeled as -4 K) shows the standard (27) shift 
in the average denitrification profile for the 1999-2000 winter when parcel vertical temperature 
profiles are lowered by 4 K in the model (22,25). The blue and gold vertical bars show the vertical 
resolution of the UARS MLS and ILAS instruments, respectively. The ILAS bars also mark the altitude 
ranges where the instrument has observed up to  40% de- and renitrification in the Arctic (32). 
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cause the area of the Antarctic "ozone hole" 
to spread beyond those measured in the 
1990s. Thus, the effect of denitrification on 
ozone recovery in both hemispheres cannot 
be ignored and must be included quantitative- 
ly in assessment models for better predictions 
of future springtime polar ozone trends. 
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process unimportant to denitrification. The temper- 
ature margins of the nucleation window vary as a 
function of total pressure, H,O mixing ratio, and 
HNO, mixing ratio. 
To compute cloud microphysical properties, 20 initial 
points were homogeneously distributed within the 
192 K temperature contour at 50 mbar for the 3 days 
marked as dashed lines in Fig. 2. These days represent 
cloudy conditions in the middle of each study period 
(marked as bounded arrows in Fig. 2). We ran trajec- 
tories forward and backward from each initialized 
point to obtain 20 4-week-long air parcel tempera- 
ture histories for each winter; their corresponding 
vertical temperature profiles are constructed as de- 
scribed above (22). 
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For standard model runs, mean AC values were used 

in the ] expressions for both NAD and NAT (21). 

Sensitivity studies were also performed by using up- 

per and lower limits for AC in the ] expressions for 

both hydrates. 

To account for NAD to NAT conversion in the model, 

the assumptions were used for ] values as follows: 


forms in aerosol particles (13, 19, 20, 37). In general, 
kinetically favorable phases usually nucleate first in 
particles, and in time such metastable phases often but 
not always transition into the most stable form (37). 
Thus, the possibility of NAD t o  NAT conversion in the 
atmosphere is likely, and recent in situ NAT particle 
observations (38) seem t o  support this hypothesis. 
Due to cold temperatures roughly 1 t o  4 ppbv of 
HNO, between 17 t o  23 km is sequestered in the STS 
phase at the end of the Antarctic calculations in most 
air parcels. The STS content is sensitive t o  both J 
uncertainties (27) and the assumption of NAD t o  
NAT conversion (28). 
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The Sea-viewing Wide Field-of-view Sensor (SeaWiFS) provides global monthly 
measurements of both oceanic phytoplankton chlorophyll biomass and light 
harvesting by land plants. These measurements allowed the comparison of 
simultaneous ocean and land net primary production (NPP) responses to a 
major E l  NiAo to La NiAa transition. Between September 1997 and August 2000, 
biospheric NPP varied by 6 petagrams of carbon per year (from 11 1 to 117 
petagrams of carbon per year). Increases in ocean NPP were pronounced in 
tropical regions where E l  NiAo-Southern Oscillation (ENSO) impacts on up- 
welling and nutrient availability were greatest. Globally, land NPP did not 
exhibit a clear ENS0 response, although regional changes were substantial. 

Temporal changes in the physical environ- 
ment are manifested in the light-harvesting 
capacity of plant communities throughout the 
biosphere and can be monitored remotely by 
changes in surface chlorophyll concentration 
(C,,,) in the oceans and the Normalized Dif- 
ference Vegetation Index (NDVI) on land. A 

continuous, 20-year global record of satellite 
NDVI has permitted characterization of inter- 
annual, climate-driven changes in terrestrial 
photosynthesis (1-5). Coincident changes in 
ocean productivity have not been assessed 
because an analogous long-term global C,,, 
record does not exist. The first CSa,measure-
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