
species. This view will at first appear ex- 
tremely improbable ..." (2, p. 297). Dar- 
win's view is, indeed, improbable, particu- 
larly given that naturalists have since ob- 
served that Onthophagus horns are used in 
combat between males. 

Some dung beetles (Scarabaeoidea) lay 
their eggs on fresh dung and the larvae de- 
velop in situ ("dwellers"), but most bury 
small amounts of dung in tunnels that they 
must frequently defend from attack by other 
beetles. Defense is often essential as compe- 
tition for dung is intense-some 16,000 
dung beetles were observed to spirit away a 
1.5-kg pile of elephant dung in under 2 hours 
(3). Many species, including the famous sa- 
cred scareb of ancient Egypt (Scarabeus sac- 
er), roll balls of feces away from their source 
and bury them in a suitably protected loca- 
tion ("rollers"), but most dung beetles just 
dig a tunnel under or beside the dung ("tun-
nelers"). Onthophagus is the largest genus of 
tunnelers, with over 2000 species and a 
worldwide distribution. Members of this 
genus are morphologically very diverse- 
for example, some female Australian On- 
thophagus have prehensile claws that they 
use to grasp the perianal fur of wallabies un- 
til a pellet of dung is produced, which they 
grabBs it is extruded (4).As Darwin noted 

\ ,  

kany Onthophagus species bear elaborate 
horns, but there is marked variation in their 
location. It is now known that these horns, 
wherever on the body they may be, are used 
to block the tunnel containing the female and 
the dung, preventing theft of either mate or 
food bv other males. 

But growing horns involves a cost, and 
it is this cost that lies at the heart of Emlen's 
work. If the horns are near the eyes, anten- 
nae, or wings (and they have to be near at 
least one of these three organs), then the 
organ that is closest is reduced in size. The 
evidence here is correlational: Within a 
species, the horns are located in the same 
uosition on the bodv. and variation in horn ,, 
size among individuals negatively corre- 
lates with the size of the associated organ 
in males. An increase in horn size is not as- 
sociated with a decrease in the size of near- 
by organs in female Onthophagus beetles, 
which have much smaller horns. Of course, 
cause and effect can onlv be inferred in 
such circumstances. However, investigation 
of an unusual Onthophagus species in 
which the female rather than the male has 
the large horns supports the negative cor- 
relation. Among females of the unusual " 
species, horns are produced on both the 
thorax and at the center of the head, and as 
the horns increase in size, both wings and 
antennae become smaller in females but 
not in males of this species. This finding 
opens up new questions about the natural 
history of this particular species: Is it the 

females rather than the males that defend 
the burrow and, if so, why? 

The next question is: Why do different 
species have horns in different locations on 
the body? Emlen suggests that the location 
of the horns depends on the organ that is 
least required by that particular beetle 
species. Nocturnal species need large eyes 
and, in support of Emlen's proposal, horns 
in these species tend to be positioned away 
from the eyes. Similarly, species that need 
to fly considerable distances to locate food 
are predicted to have horns that develop 
away from the wings, although whether 
this is the case in such species has not yet 
been determined. 

The particular cost that the Emlen work 
uncovers provides a new focus to efforts to 
unravel the effects of sexual selection on 
the evolution not only of dung beetle horns, 
but also of the elaborate structures of other 
animals. As Emlen points out, the antlers of 
deer and the tail of the peacock are grown 
and shed throughout adult life. whereas " 
nearby organs are laid down during embry- 
onic development. The cost of developing 
antlers or a tail will not be incurred at the 
same time as the cost of forming nearby or- 
gans. Thus, an inverse correlation between 
antler or tail size and neighboring organ 
size would not be e ~ ~ e c t e d r ~ h e r e  are other 
sexually selected organs, such as the canine 
teeth of male primates used for fighting 
and feeding, that grow continuously during 
childhood and adolescence. Perhaps here, 
too, costs could be identified that would 
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help to explain the variation in size of ca- 
nines and other organs both within and be- 
tween primate species. 

Whatever the result of further investiga- 
tions of such costs, the Emlen study shows 
how natural history and evolution can 
come together to provide new solutions to 
old problems. In a previous study (9, 
Emlen experimentally manipulated horn 
development in dung beetles. This approach 
provides an opportunity to understand the 
reasons for variation in horn size and shape, 
and to investigate the effects of, for exam- 
ple, allometry (covariation in the size of or- 
gans) and compensatory growth. 

Of course, we should not be surprised 
that Darwin occasionally got it wrong, for 
he was ever the pluralist. After all, it was in 
the preface to his book on sexual selection 
(2) that he reminds us that "in the 'Origin 
of Species' I distinctly stated that great 
weight must be attributed to the inherited 
effects of use and disuse, with respect both 
to the body and mind." Such a statement 
sounds more akin to Lamark's theory of the 
inheritance of acquired characteristics than 
to Darwin's theory of evolution by natural 
selection. 
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Drums Keep Poundinga  
Rhythm in the Brain  

Michael P. Stryker 

The rhythmic activity of neurons in 
the brain has fascinated neuroscien- 
tists ever since electrical potentials 

were first recorded from the human scalp 
more than 70 years ago. The rhythms of 
electrical activity in sensory neurons that 
encode visual information are known to 
vary markedly with attention. How does 
neuronal encoding differ for a visual stim- 
ulus that is the center of attention com- 
pared with one that is ignored? To answer 
this question, Fries et al. (1) simultaneous- 
ly recorded electrical activity from several 
clusters of neurons in the V4 region of the 
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visual cortex of macaque monkeys that 
were shown behaviorally relevant and dis- 
tracter objects (see the figure). On page 
1560 of this issue, they report a rapid in- 
crease in the synchronization of electrical 
activity in the gamma frequency range (35 
to 90 Hz) in V4 neurons activated by the 
attended stimulus (that is, the stimulus on 
which attention is focused) but not in V4 
neurons activated by distracter objects (1). 

The neurophysiology of attention re- 
mains a puzzle. A simple and attractive 
hypothesis is that an attended stimulus be- 
haves as though it were bigger and 
brighter than all of the other competing; 
stiiuli.  To encode this bigger and b;ighte; 
stimulus, neurons would need to somehow 

their A1-
though some experiments have shown the 
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production of a greater (but still equally 
selective) neuronal electrical discharge in 
response to attention (2, 3), other studies 
in the same brain areas have found al- 
most no effect of attention on electrical 
activity (4), and in still others the effects 
of attention were disappointingly small. 
So, it would be attractive indeed to discov- 
er a neurophysiological mechanism for at- 
tention that is consistent with all of these 
findings. 

About 12 years ago, rhythmic oscillato- 
ry activity and neuronal synchronization 
were proposed as solutions to a different 
but related problem. In higher mammals, 
including monkeys and humans, there are 
many different visual areas in the brain 
that respond more or less selectively to the 

called binocular rivalry-have provided 
some support for this proposal. However, 
it has not yet been demonstrated with 
more natural stimuli that the presence of 
rhythmic or synchronous activity among a 
collection of neurons controls whether the 
features represented by those neurons are 
bound together either to represent a single 
object to our perceptual system or to bring 
an object into conscious awareness. A 
stringent test of this hypothesis would be 
to use ambiguous figures (such as the clas- 
.sic face-vase illusion) in which the same 
physical stimulus can be perceived in dif- 
ferent ways, to determine whether the way 
the object is perceived depends on which 
clusters of neurons are firing together (8). 

In a sense, the Fries et al. study brings 

The benefits of paying attention. A halo of attention surrounds one of the two physically similar 
stimuli (vertical and horizontal stripes) that the monkey can see while his eyes fixate on a point be- 
tween them.The attended stimulus has a more powerful representation in theV4 area of the visual cor- 
tex because the neurons that respond to it tend to fire rhythmically in synchrony with one another, as 
illustrated by the wiggly trace to the right of the stimulus.V4 neurons that respond to the other (dis- 
tracter) stimulus fire at similar rates but not in synchrony. Synchronized firing provides the attended 
stimulus with a more powerful representation, illustrated by the greater clarity of the mental image. 

different qualities of a visual stimulus: its 
motion, color, texture, and so on. When 
more than one object is visible, how are 
the representations of the different quali- 
ties of the individual objects bound to one 
another so that a person does not associate 
the color of one object with the movement 
of another? The Singer (5) and Eckhorn 
groups (6) suggested that the widespread 
representations of the different visual 
qualities of a particular object might be 
unified by neurons firing together rhyth- 
mically on a time scale of 25 milliseconds 
or so, with representations of different ob- 
jects encoded in electrical activity of dif- 
ferent phases or frequencies. Crick and 
Koch (7) suggested that the same sort of S 

2 synchronous oscillation might underlie 
2 consciousness or visual awareness. Ex- 
$ treme manipulations of visual aware- 
$ ness-such as presenting a viewer's two 
B eyes with different scenes that alternately 

appear and disappear (a phenomenon 

us full circle. Their experiments show that 
it is the rhythmic coordination of a sub- 
population of neurons, and not just the 
amount of nerve cell activity per se, that is. 
associated with finding what we are look- 
ing for and missing the unexpected. Their 
work suggests that the rhythmic synchrony 
of electrical signals may not be the hall- 
mark of perceptual unity or of conscious 
awareness. Instead it may be a conse- 
quence of a decision to focus attention on 
a relevant stimulus. A synchronous neural 
response makes the representation of the 
stimulus more prominent and thereby 
more likely to enter the consciousness of 
the viewer. 

The basic biophysical properties of 
neurons and synapses allow rhythmic syn- 
chronization to enhance the effect of a 
fixed amount of neuronal activity both in 
sensory neurons in the periphery and in 
the brain's central processing stations, 
which receive inputs from these neurons. 

The enhancing effect of synchronous ac- 
tivity would cause larger responses to the 
attended stimulus in neurons at the next 
stage of signal processing. At each stage 
of processing, responses to the attended 
stimulus would become stronger, whereas 
those to the distracter stimuli would re- 
main weak or would fade away entirely. 

Despite the attractiveness of this pro- 
posal, it is not at all clear how attention 
causes responses to become more oscilla- 
tory and better synchronized. Modifying 
the strength of particular cortical interneu- 
ronal circuits could, in principle, favor cer- 
tain frequencies of electrical discharge, but 
it is not known whether or how such cir- 
cuits receive the inputs that turn them on. 

Perhaps it makes sense to regard rhyth- 
mic synchronization as only one of a num- 
ber of processes that enhance responses to 
attended stimuli. Other processes might in- 
clude increases in background or "sponta- 
neous" discharges (9) or changes in neu- 
ronal "gain." At least for these two hypothe- 
ses, there are clear pharmacological demon- 
strations that different classes of synaptic re- 
ceptors can have additive or multiplicative 
effects on neuronal activity (10). 

It is also important to note that rhythmic 
synchronization may be important in other 
activities besides attention to a stimulus. 
For example, synchronization may be used 
to signal the persistence of stimuli even 
when the neurons responding to those stim- 
uli with increased rates of discharge do so 
only transiently (11). Finally, one must re- 
member that synchronization has its costs 
as well as its benefits. Pooling the outputs 
from many neurons adds information only 
if the activity of those neurons is not coor- 
dinated. Zohary et al. (12) have shown that 
the information provided by many thou- 
sands of neurons in a higher cortical visual 
area is only marginally greater than that 
provided by a few neurons in that area if the 
electrical discharges of the many are simul- 
taneous. Thus, even minimal synchroniza- 
tion can drastically limit the ability of the 
cortex to take advantage of its vast numbers 
of neurons. 
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