
of virtual walls, we can produce functionality 
on microchips that is difficult to realize by 
other methods. For example, concentrating 
samples in microfluidic systems is nontrivial. 
Methods reported include sample stacking 
using "isoelectric focusing" (30) and on-chip 
solid phase extraction (31). The virtual walls 
provide an intuitive method to concentrate 
liquids on microchips. Virtual walls can also 
mimic the function of lungs by exchanging 
components between liquid and gas phases. 
In combination with in situ-constructed stim- 
uli-responsive hydrogel components (25, 32), 
more complex functions could be added to 
realize even greater control in microfluidic 
systems. We believe that the approaches we 
describe provide enhanced functionality and 
design flexibility that expand the toolbox for 
the design and fabrication of microfluidic 
systems. 
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The Detection of Large 
HN0,-Containing Particles in 

the Winter Arctic Stratosphere 
D. W. fa he^,',^* R. S. Gao,' K. S. C a r ~ l a w , ~  J. 	 Kettleborough,' 

P. J. P ~ p p , ' , ~  	 J. C. H~lecek, ' .~ MeJ. N~rthway, ' ,~  S. C. Ci~iora,' .~ 
R. J. Mclaughlin,' T. 1. ~hompson,'R. H. Winkler,' 

D. C. Ba~mgardner,~B. Gandrud,' P. 0.Wennberg,'.' 
S. Dhaniyala,' K. McKinney,' Th. Peter," R. J. Salawitch," 

T. P. Bui," J. W. Elkins,' C. R. Webster," E. 1. ~tlas, '  
H. J~st, ' ' , '~J. C. Wilson,14 R. 1. Herman," A. K1einbohl,l5 

M. von Konig15 

Large particles containing nitric acid (HNO,) were observed in the 199912000 
Arctic winter stratosphere. These in situ observations were made over a large 
altitude range (16 to 21 kilometers) and horizontal extent (1800 kilometers) 
on several airborne sampling flights during a period of several weeks. With 
diameters of 10 to 20 micrometers, these sedimenting particles have significant 
potential to denitrify the lower stratosphere. A microphysical model of nitric 
acid trihydrate particles is able to simulate the growth and sedimentation of 
these large sizes in the lower stratosphere, but the nucleation process is not yet 
known. Accurate modeling of the formation of these large particles i s  essential 
for understanding Arctic denitrification and predicting future Arctic ozone 
abundances. 

Polar stratospheric cloud (PSC) particles play 
a well-recognized role in the chemical loss of 
stratospheric ozone over the Antarctic and 
Arctic regions in winterlearly spring (1-3). 
PSCS are formed at low temDeratures (<200 
K), characteristic of the winter stratosphere, 
through the co-condensation of water and 
HNO,. Heterogeneous reactions on PSC par- 
ticles produce active chlorine species. The 
sedimentation of PSC particles irreversibly 
removes HNO, (denitrification) and water 
(dehydration) from the lower stratosphere. 
Denitrification slows the return of chlorine to 
its inactive forms and, hence, enhances ozone 
destruction in a winterlspring season (4-6). 

Evidence of denitrification is abundant in 
both polar stratospheres from both in situ and 
remote observations (2, 7-11). Denitrifica-
tion is most intense over the Antarctic region, 
where large fractions of available NO, are 
irreversibly removed from the stratosphere 

each winter. NO,, is the sum of principal 
reactive nitrogen'species, of which HNO,, 
NO, NO,, N,O,, and ClONO, are important 
in the lower stratosphere (12). In principle, 
denitrification must involve the sedimenta- 
tion of large HN0,-containing particles (13, 
14), but important details of the process have 
not been confirmed by observation or fully 
described theoretically. The concentration of 
denitrifying particles must generally be much 
less than that of the background liquid sulfate 
aerosols (0.1-km diameter). Too little con- 
densable material (HNO,, H,O) exists in the 
stratosphere to allow all particles to grow 
simultaneously to sizes sufficient for rapid 
sedimentation, particularly when ice does not 
form. 

Here we report observations in the Arctic 
winter stratosphere of a newly identified class 
of large HN0,-containing particles. The par- 
ticles were observed between January and 
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March 2000 with three instruments on board 
the NASA ER-2 high-altitude aircraft as it 
flew in the lower stratosphere inside the Arc- 
tic vortex (Fig. 1) (15, 16). Two instruments 
measured NO, and HNO,, respectively, in 
both the gas phase and in aerosols, and one 
measured the size and number concentration 
of individual particles. The presentation here 
is based primarily on the NO, instrument, 
which has two independent measurement 
channels in order to distinguish sizes greater 
and less than -2 km in diameter ("front" and 
"rear" NO,, data, respectively) (Fig. 2). 

The most extensive populatioli of large 
particles was observed at aircraft cruise alti- 
tudes (16 to 21 km) on 20 January 2000 
during a flight between Kiruna, Sweden, and 
the North Pole (Figs. 1 and 2). Isolated peaks 
in the front NO, data (Fig. 2C) at the begin- 
ning and end of the flight represent the sam- 
pling of individual HN0,-containing parti- 
cles. Throughout most of the flight, however, 
the front NO,, data show a continuous series 
of peaks (Fig. 2D) due to the sampling of a 
larger number concentration of particles. The 
mass-equivalent sphere diameter associated 
with an individual particle peak can be cal- 
culated if typical PSC particle compositions 
are assumed (1 7). The most likely solid phas- 
es to form below 200 K are nitric acid trihy- 
drate (HN0,-3H20) (NAT) and nitric acid 
dihydrate (HN03.2H20) (NAD) (3, 18, 19). 
Single large particles are unlikely to be liquid 
supercooled ternary solution (STS) composed 
of HNO,, H20, and H2S0, (20). For a single 
particle composed of NAT, the relation be- 
tween diameter D and the recorded NO,, val- 
ue is D (km) = 4.7 [NO,, (ppbv)]'" (ppbv, 
parts per billion by volume). Thus, the data in 
Fig. 2 suggest that particles of sizes much 
greater than 2 pm in diameter were present 
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over large horizontal regions (1800 km) in The NO, observations raise three ques- 
the center of the Arctic vortex. The presence tions. First, how can the size and number 
of large particles is confirmed by the direct concentration be determined for these large 
HNO, and aerosol size measurements (16). HN0,-containing particles? Second, do these 

Fig. 1. Map of the ER-2 
ground track on the flight 7 
of 20 January 2000 (Gl- 
low line) beginning in 
Kiruna, Sweden (67"N), 
reaching a maximum lat- 
itude o f 8 9 0 ~ ,  and return- 
ing to Kiruna. The tem- 
perature field is shown by 
color shading and labeled 
contours (in K) on the 430 
K isentropic surface (-19 
km) at 1200. UTC on 20 
January. The edge of the 
Arctic vortex (red con- 

tential vorticity value of 
2.1 X K m2 kg-I 
s-?. The thick portion of 

t 
tour) is defined by a po- I 

cles were preseni. ' 

Fig. 2. Recorded data 
from the ER-2 flight of 
20 January versus uni- 
versal time (UT) corre- 
sponding to the flight 
track in Fig. 1. NO, val- 
ues from the front 
(black) and rear (red) 
inlets are shown for the 
entire flight in (A). 
Temperature (black) 
and altitude (red) are 
shown in (B). The 800-s 
intervals labeled in (A) 
as "1" (green) and "2" 
(blue) are expanded in 
(C) and (D), respective- 
ly. The data gaps in (A) 
correspond to instru- 
ment calibration peri- 
ods. The aircraft speed 
is 0.2 km s-l. The two 
NO measurements are 
maae with inlets locat- 
ed front and rear, re- 
spectively, on a particle 
separator attached to 
the aircraft fuselage 
(12, 43). Air entering 
the front NO, inlet 
contains particles of all 
sizes present, whereas 
air entering the rear 
NO, inlet is inertially 
stripped of particles 
with diameters greater 
than -2 ym. The sep- 
arator does not affect 
the sampling of gas- 
phase species. Sampled 
particles are heated to 

A 1 4 0 ~ 1 . . . i . . . 1 . . . 1 ' . . , i " . 1 ' . . 1 . . . i .  I 
20 January 2000 1 

Universal time (hours) 

;10"~ along with sampled air, ensuring the release of condensed HNO, (and H20). Released HNO, is 
measured together with gas-phase HNO through catalytic conversion to NO, which is subsequently 
detected by NOIO, chemiluminescence t12). 
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particles contribute substantially to denitrifi- 
cation in the lower stratosphere? Third, how 
do these particles form in the lower strato- 
sphere? To address the first question, we used 
a statistical simulation to determine the size 
and number concentration of particles sam-
pled in interval 2 (Fig. 2). This 800-s interval 
was chosen because the average NO, signal 
due to particles is large (21 ppbv) and has a 
relatively constant standard deviation. This 
suggests that the size distribution is also rel- 
atively invariant over this interval. The large- 

Measured 
Simulation fit 

Fig. 3. Results from the statistical simulation of 
NO, difference values for interval 2 on 20 Janu- 
ary. The occurrence histogram of NO, difference 
values is shown in (A) for the 800 s of observa- 
tions in interval 2 (solid line) and for 20,000 s in 
the simulation (dashed line). The Larger simula- 
tion period reduces the variability in the simula- 
tion histogram in (A). The best-fit size distribution 
for interval 2 is given by the Gaussian functions N 
(# cmp3 pmp') = 2.8 X lo-, exp[-20(D -
3.5)'] + 4.3 X lop5  exp[-0.083(D - 14.5)2], 
where D is the particle diameter in +m (Fig. 4). 
Gaussian functions are chosen for convenience to  
represent particle populations at large and srnall 
sizes. Lognormal distributions could also be used. 
The sirnulated time series is produced by super- 
imposing the released HNO, from all particle 
sizes and averaging it to  1-s intervals to  match 
the sampling period of the NO, instrument. The 
differences between the simulated and observed 
histograms are shown in (B). The differences are 
very sensitive to  the features of the large mode. 
For example, shifting the large mode by +2 +m 
would produce significantly larger differences in 
(B) than shown. The small-size mode in Fig. 4 is 
required to  match the histogram peak below 10 
ppbv. The exact number and size of these smaller 
particles is more uncertain than for the larger 
particles. The small mode represents only a sub- 
set of particles present in the atmosphere below 
a 5-pm diameter. The histogram comparison is 
not sensitive to  the presence of additional parti- 
cles with sizes between the two size modes and 
with concentrations <lop5 particles cmp3 
+mpl. 

particle NO, signal is defined as the differ- 
ence between the front and rear NO, values 
and thus only includes NO, associated with 
particles larger than 2 pm (Fig. 2). The sta- 
tistical simulation accounts for the sampling 
of more than one particle in any 1 -s sampling 
period and for the spreading of HhTO, from 
an individual particle over more than a single 

Particle diameter (pm) 

Fig. 4. Results from the statistical simulation of 
NO, values in interval 2 on 20 January. Panels 
show (A) the adjusted best-fit size distribution 
and number concentration, (B) the equivalent 
gas-phase mixing ratio of HNO, derived from 
the distribution, and (C) the derived flux of 
HNO, at 60 hPa (-19.5 km). The size distribu- 
t ion is given by the Gaussian functions in the 
caption of Fig. 3 adjusted t o  account for size- 
dependent sampling efficiency. The adjust-
ments, which are in addition t o  a basic particle 
enhancement factor of 12.8 (72), vary from 
+30 t o  -10% over the size range and are, 
calculated with a fluid dynamical model of the 
particle separator. The concentration integral 
of the large (srnall) mode is 2.3 X cm-3 
(2 x lop3cmp3), with an estimated uncertain- 
t y  of +30%. The lower limit of the vertical axis 
in (A) corresponds to  the detection of a single 
particle over the 800-5 observation period. The 
total gas-phase HNO, of the large (small) 
mode is 1.5 ppbv (0.2 ppbv). The HNO, flux of 
the combined distribution is 5 x lo9molecules 
cmp3 km dayp1 or 2.2 ppbv km dayp1 at 60 
hPa. 

1-s period (20). The NO, time series was 
simulated by sampling a randomly distributed 
population of NAT particles along a notional 
flight track (Fig. 3). The number concentra- 
tions in each size interval are the adjustable 
parameters. The representativeness of the 
size distribution was determined by compar- 
ing the occurrence histogram of NO, differ-
ence values with that from the simulated time 
series (Fig. 3). The best-fit size distribution 
was found by iteratively adjusting the distri- 
bution to minimize the difference histogram 
(Fig. 3B). 

Two particle size modes, shown in Fig. 4, 
are required in our analysis to reproduce the 
occurrence histogram of interval 2. The larger 
mode has a mean diameter of 14.5 pm and a 
total number concentration of 2.3 X lop4  
crnp3. This mode produces most of the NO,. 
values above 10 ppbv in Fig. 3. The smaller 
mode at 3.5 pm has a number concentration 
of -2 X lop3 cm-3 and is well separated 
from the larger mode by size bins with fewer 
particles. For these concentrations, a large 
particle is sampled by the front inlet approx- 
imately every 1.8 s, and a small particle is 
sampled every 0.2 s on average. The HNO, 
mass contained in the large mode is equiva- 
lent to an ambient gas-phase value of 1.5 
ppbv along the flight track (Fig. 4B). The 
mass of the more numerous smaller mode is 
-0.2 ppbv. Because the simulation is of the 
difference between the two NOV measure- 
ments, the small mode in Fig. 4 represents 
only the largest sizes in one or more particle 
modes present in the atmosphere below a 
diameter of 5 km (16) .  With lower fall 
speeds, these smaller modes form separately 
from the large-particle mode and nearer to the 
sampling altitude, and may include particles 
composed of STS. 

To answer the second question, whether 
these particles contribute substantially to 
stratospheric denitrification, we note that the 
existence of large HN0,-containing particles 
means that denitrification has already oc-
curred because particles sediment during the 
growth process. An instantaneous sedimenta- 
tion flux of HNO, can be calculated for the 
simulated size distribution by convolving the 
fall speed and NO,. content for each particle 
size in 1-km size intervals (Fig. 4C). The fall 
speed of a 14-km spherical particle is -1.5 
km dayp' at 18 to 19 krn (21). The HNO, 
flux for interval 2 is 5 X lo9 molecules cmp' 
km day-' (2.6 ppbv km dayp') at flight 
altitudes. The flux values for many other 
flight intervals on 20 January are similar on 
the basis of average NO,, difference values 
and occurrence histograms for these inter- 
vals. Thus, some denitrification must have 
occurred above flight altitudes in the vortex 
before 20 January in order to produce the 
large particles observed on that day in many 
widely distributed air parcels. The denitrifi- 

1028 9 FEBRUARY 2001 VOL 291 SCIENCE www.sciencemag.org 



R E P O R T S  

cation of the Arctic vortex in a given winter 
depends on the spatial and temporal extent of 
sedimenting particle populations. If a flux 
value of 2.6 ppbv km day-' were to be 
sustained for a period of only days near 20 
km in a column model, a significant fraction 
(-50%) of available HNO, above 20 km 
would be removed. 

Between 20 January and 7 March, large 
HN0,-containing particles were present' in 
six additional sampling flights inside the Arc- 
tic vortex. The number and spatial extent of 
particles observed on these later flights were 
significantly less than those observed on 20 
January. As the stratosphere warmed above 
NAT saturation temperatures by mid-March, 
large particles no longer appeared in the NO,, 
data. On these later flights, two sampling 
periods contained particle populations that 
were notably different from those observed 
on 20 January. Both periods occurred at alti- 
tudes between .15 and 16 km. On 3 1 January, 
a 10-s burst of large particles was sampled 
with an average NO,, difference value many 
times that of interval 2. With diameters esti- 
mated to be near 20 pm, the instantaneous 
HNO, flux far exceeds that found in interval 
2. From the 3 February flight, the analysis of 
an 800-s interval shows a population of pri- 
marily 12-pm-diameter particles with con- 
centrations near lo-, cm-, and an estimated 
flux comparable to that of interval 2. 

Denitrification was widespread in the 
1999/2000 Arctic winter, as estimated with 
the rear NO,, measurements and the NO,,- 
N,O correlation as a reference (7, 22). 
Denitrification exceeded 50% in many 
sampled air parcels in the 16- to 21-km 
cruise altitude range throughout the vortex 
in the January to March period, including 
most of the 20 January flight. Widespread 
denitrification was also found in satellite 
observations (23). The unusually low 
stratospheric temperatures in this Arctic 
winter, beginning in December, increased 
the likelihood of PSC formation and vortex 
denitrification (24). The different large- 
particle populations described here all con- 
tributed to vortex denitrification through 
their formation and sedimentation. It is 
likely, given the low winter temperatures, 
that similar populations present before 20 
January further contributed to observed 
denitrification. 

In answer to the third question, as to how 
these large particles form in the lower strato- 
sphere, we note that NAT particles above 10 
pm in diameter found between 16 and 21 km 
must begin their growth and sedimentation at 
substantially higher altitudes. The altitude 
displacement is a function of growth rate and 
sedimentation velocity. To demonstrate how 
the large particle sizes in Fig. 4 evolved after 
nucleation, we calculated sedimentation tra- 
jectories backward in time for particles ob- 

served in interval 2 (Fig. 5). Growing parti- 
cles are advected by atmospheric winds and, 
hence, will be transported horizontally and 
vertically while they gravitationally sedi- 
ment. The trajectory calculations take into 
account air parcel advection simultaneously 
with particle growth and sedimentation. The 
time evolution of particle size, pressure alti- 
tude, temperature, and NAT supersaturation 
ratio for particle sizes between 6 and 18 pm 
in diameter shows several important features 
(Fig. 5). First, the trajectories for all sizes 
terminate (reach zero size) in NAT-supersat- 
urated air, indicating that the observed sizes 
are consistent with atmospheric and micro- 
physical constraints of the trajectory model. 
Air masses encountered by particles must 
have temperatures that cause NAT supersat- 
uration (short times at higher temperatures 
can be survived if particles are large enough). 
Second, growth of the largest particle re- 
quires 6 days and an -6-km vertical dis- 
placement at temperatures below NAT satu- 
ration values. Third, the trajectories terminate 
at different altitudes, temperatures, and NAT 
supersaturation values. The horizontal loca- 
tions of the termination points also vary (25). 
These preliminary results suggest that there 
are no obvious preferred locations or satura- 

tion conditions for nucleating the NAT parti- 
cles observed in interval 2. The accumulation 
of HNO, in large particles in interval 2 caus- 
es some denitrification over the range of ter- 
minal altitudes. Finally, the trajectory tem- 
peratures at the start of particle growth (188 
to 194 K) are above ice saturation by a few 
degrees. However, given the uncertainty in 
the meteorological analyses and atmospheric 
variability, ice saturation could have occurred 
along or near the trajectories and possibly 
played a role in particle nucleation. Particle 
trajectories also were calculated forward in 
time for interval 2. The results show that a 
20-pm particle would continue to grow for 
another day, reach a maximum diameter of 22 
pm at 150 hPa, and then evaporate (causing 
nitrification) within a few hours. Many in- 
stances of nitrification (NO,, in excess of the 
reference value) were observed in the vortex 
on the ER-2 flights. 

Isolated particles sampled in interval 1 
were significantly smaller than the mean size 
found in interval 2 (Fig. 2). The results of a 
similar particle trajectory analysis for interval 
1 are consistent with the observed maximum 
size of -13 pm in diameter. Although the 
trajectory. analysis can account for such dif- 
ferences in size between different locations, it 

inn U 
Time (days) Time (days) 

Fig. 5. Sedimentation trajectory calculations for different size particles present in interval 2 of Fig. 
2. Trajectories simultaneously account for sedimentation, growth, and advection of a particle 
backward in time from interval 2. Trajectories for various particle sizes between 6 and 18 p m  in 
diameter at day 0 are shown with colored lines and labeled by diameter. The results for (A) size, 
(B) pressure, (C) temperature, and (D) HNO, supersaturation ratio with respect to  NAT (S,,) at 
the particle location are shown versus time (in days). The trajectories terminate where the particle 
diameter reaches zero. The trajectories were calculated by superimposing the particle vertical 
displacements due to  sedimentation onto isentropic trajectories calculated with analyzed winds 
from the European Centre for Medium-Range Weather Forecasts. An H,O mixing ratio of 5 ppmv 
and an HNO, mixing ratio of 7 ppbv were assumed, the latter being consistent with remote 
sounding observations (7 to  9 ppbv averaged above ER-2 altitudes) in mid-January 2000 (26). 
Temperatures remain above ice saturation for all particles. Particles with diameters greater than 
-18 p m  (or 20 pm at 9 ppbv HNO,) had diameters greater than zero at the point where their 
trajectories exceeded the NAT equilibrium temperature and, thus, could not be present in interval 
2 i f  growth began at the zero-size limit. 
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cannot account for differences in observed 
particle number concentrations. Concentra-
tions depend on the spatial and temporal vari- 
ation of the particle nucleation process 
throughout the low-temperature regions of 
the vortex. 

The sensitivity of large-particle formation 
to available HNO, and temperatures near ice 
saturation was examined with a one-dimen- 
sional model of aerosol growth and sedimen- 
tation (Fig. 6) (20). The results show that the 
maximum NAT particle size that could be 
found at ER-2 cruise altitudes (50 to 70 hPa) 
is near 20 pm in diameter for average HNO, 
values observed above ER-2 altitudes in mid- 
January (7 to 9 ppbv) (26). This maximum 
size is consistent with the NO) observations 
(Fig. 4). At ER-2 sampling altitudes, a 25% 
reduction in available HNO, causes a 10% 
reduction in particle size (20 to 18 pm). 
Similarly, a 2 K increase in temperature re- 
duces the particle diameter by <10%. Parti- 
cle sizes >22 pm can only be produced with 
a uniform abundance of >10 ppbv HNO, 
above the aircraft, which is greater than that 
observed in January to March 2000. These 
and larger particles were therefore unlikely to 
be found at or above a 60-hPa pressure alti- 
tude (-19 km). 

The particle growth model results show 
that denitrification by large particles is 
mostly controlled by the kinetics of HNO, 
vapor deposition onto particles at condi-
tions away from thermodynamic equilibri- 
um of the NAT condensed phase. This is a 
result of the low number concentrations of 
particles and their large fall speeds. The 
assumption that NAT particles are in equi- 
librium, as used in various ways in most 
current atmospheric model simulations of 
denitrification, will lead to incorrect simu- 
lations of denitrification. Thus, the obser- 
vations and analysis presented here suggest 

Fig. 6. Growth calculation results 
for maximum NAT particle di- 40 -
ameter as a function of sampling 
pressure, HNO, mixing ratio, and 
temperature (20). Particles are 
assumed to grow and sediment 
in a one-dimensional atmo-
spheric model defined by a con- 
stant temperature of 188 or 190 

2 

K, an H,O mixing ratio of 5 
ppmv, and a given HNO, mixing n 
ratio (horizontal axis). Particle 120 
growth occurs wherever NAT su- 
persaturation conditions exist 
and, hence, begins at pressures 
between 13 and 23 hPa (25) for 5 
the highest and lowest HNO, 
mixing ratios, respectively, and 

a need for fundamental changes in the vor- 
tex-scale modeling of denitrification. Rep- 
resentative modeling of denitrification will 
require accounting for particle growth 
along sedimentation trajectories, thereby 
convolving the temporal and spatial coor- 
dinates of the winter vortex in a detailed 
way. 

Critically lacking for representative model- 
ing of denitrification is an identified and veri- 
fied nucleation process for this newly identified 
class of large particles. If nucleation involves 
preexisting particles, the process must effect a 
high selectivity because background aerosol 
number concentrations are near 10 cmp3 in the 
lower stratosphere (D > 0.008 pm) (27, 28), 
whereas the computed large-particle concentra- 
tion in interval 2 is near cm-,. Selectivity 
is the key to the growth of the large-particle 
population observed here and their denitrifica- 
tion potential. If all available background par- 
ticles grew and took up typical stratospheric 
HNO, amounts as NAT (or NAD), the average 
particle diameter would be <1 pm, and the 
sedimentation speed of individual particles 
would be <0.1 km day-' (13). This speed is 
not adequate to explain significant denitrifica- 
tion as observed in both polar regions (13, 14, 
29). Selectivity could be the consequence of (i) 
a very low freezing rate of background particles 
to form NAT (or NAD) at temperatures below 
-197 K (30, 31), (ii) the unique composition of 
a few nuclei (32, 33), or (iii) ice formation (10, 
13, 34) possibly involving lee-wave clouds 
(10). 

Antarctic satellite observations show that 
denitrification occurs before dehydration as 
temperatures decrease in early winter (29, 35). 
The temporal separation of the HNO, and water 
removal processes could result if the large par- 
ticles reported here also form in the Antarctic 
stratosphere before the onset of ice saturation 
temperatures. The more extensive low temper- 

6 7 8 9 10 11 12  

HN03mixing ratio (ppbv) 

extends down to the highest pressure shown (150 hPa). The solid curves indicate the constant 
HNO, mixing ratio and temperature values in the model that will produce the indicated particle 
diameter at a given pressure level (vertical axis). The horizontal dashed line is the ER-2 pressure 
level for sampling interval 2 in Fig. 2. NAD particles grow more slowly than NAT particles for the 
same HNO, partial pressure and, hence, would grow to smaller sizes (-20% less) for the same 
atmospheric conditions. 

atures in the Antarctic suggest that large parti- 
cles are formed there every winter, whereas 
their formation in the Arctic may not occur each 
year. Before the 199912000 Arctic observations, 
dilute populations of large particles in either 
vortex may have eluded detection because suit- 
able instruments did not sample the vortices at 
the appropriate times and places. 

By the end of March 2000, large ozone 
losses (up to 70% near 20 km) had occurred 
in the lower stratosphere throughout the Arc- 
tic vortex (23, 36). The significant level of 
denitrification observed throughout the vor- 
tex is expected to have enhanced the chemi- 
cal loss (36). Arctic ozone abundances will 
remain vulnerable to increased winterispring 
loss in the coming decades as anthropogenic 
chlorine compounds are gradually removed 
from the atmosphere, particularly if rising 
concentrations of greenhouse gases induce 
cooling in the polar vortex (37) and trends of 
increasing water vapor continue in the lower 
stratosphere (38). Both effects increase the 
extent of PSC formation and, thereby, deni- 
trification and the lifetime of active chlorine 
(29). The role of large particles in effecting 
denitrification in these future scenarios is 
likely quite important. Substantial and wide- 
spread denitrification could possibly sustain 
chemical ozone loss in the Arctic even as 
total chlorine levels fall below 2 ppbv by 
2070 (10). In this case, recovery of Arctic 
ozone would be delayed until chlorine levels 
decline further. Models of denitrification that 
accurately represent the formation of large 
particles will be required for accurate predic- 
tions and understanding of future ozone lev- 
els in the variable Arctic vortex. 
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The lndian Ocean Experiment (INDOEX) was an international, multiplatform 
field campaign to measure long-range transport of air pollution from South and 
Southeast Asia toward the lndian Ocean during the dry monsoon season in 
January to March 1999. Surprisingly high pollution levels were observed over 
the entire northern lndian Ocean toward the Intertropical Convergence Zone 
at about 6"s. We show that agricultural burning and especially biofuel use 
enhance carbon monoxide concentrations. Fossil fuel combustion and biomass 
burning cause a high aerosol loading. The growing pollution in this region gives 
rise to extensive air quality degradation with local, regional, and global impli- 
cations, including a reduction of the oxidizing power of the atmosphere. 

Until recently, North America and Europe 
dominated the use of fossil fuels, resulting in 
strong carbon dioxide emissions and global 
warming (1). The fossil energy-related CO, 
release per capita in Asia is nearly an order of 
magnitude smaller than in North America and 
Europe (2). However, Asia is catching up. 
About half of the world's population lives in 
South and East Asia, and hence the potential 
for growing pollutant emissions is large. In 
China, many pollution sources reduce air 
quality (3-5). In rural residential areas, nota- 
bly in India, the burning of biofuels, such as 
wood, dung, and agricultural waste, is a ma- 
jor source of pollutants (6). In urban areas, 
the increasing energy demand for industry 
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and transport propels fossil fuel utilization 
(7). 

Here we evaluate measurements of the 
Indian Ocean Experiment (INDOEX) to char- 
acterize the atmospheric chemical composi- 
tion of the outflow from South and Southeast 
Asia, from January to March 1999 during the 
dry winter monsoon (8). During this season, 
the northeasterly winds are persistent, and 
convection over the continental source re- 
gions is suppressed by large-scale subsi-
dence, thus limiting upward dispersion of 
pollution (9). Our analysis is based on mea- 
surements from a (2-130 and a Citation air- 
craft operated from the Maldives near 5"N, 
73"E, the research vessels Ronald H. Brown 
and Sugar Kanya, and the Kaashidhoo Cli- 
mate Observatory (KCO) on the Maldives 
(Fig. 1). During the campaign, the location of 
the Intertropical Convergence Zone (ITCZ) 
varied between the equator and 12"s.Hence, 
transport of primary pollutants and reaction 
products toward the ITCZ could be studied 
over an extended ocean area where pollutant 
emissions are otherwise minor. By perform- 
ing measurements across the ITCZ, the pol- 
luted air masses could be contrasted against 
comparatively clean air over the southern 
Indian Ocean. Furthermore, we used the mea- 
surements to evaluate the numerical represen- 
tation of these processes in a chemistry gen- 
eral circulation model (GCM) 

, \
(10)., The mod- 

el was subsequently to calculate the 

atmospheric effects of 
the measured ~ollution. 

Aerosol chemical and optical measure-
ments were performed from both aircraft, the 
RIV Brown, and KCO. The latter is located 
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