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Signal-Processing Machines a t  the 

Postsynaptic Density 


Mary B. Kennedy 

Dendrites of individual neurons in the vertebrate central nervous system 
are contacted by thousands of synaptic terminals relaying information 
about the environment. The postsynaptic membrane at  each synaptic 
terminal is the first place where information is processed as it  converges 
on the dendrite. At the postsynaptic membrane of excitatory synapses, 
neurotransmitter receptors are attached to large protein "signaling ma- 
chines" that delicately regulate the strength of synaptic transmission. 
These machines are visible in the electron microscope and are called the 
postsynaptic density. By changing synaptic strength in response to neural 
activity, the postsynaptic density contributes to information processing 
and the formation of memories. 

Dendrites are the principal signal reception 
and processing sites on vertebrate neurons. 
The dendrites of each pyramidal neuron are 
highly branched and contain thousands of 
synapses made by axons from almost as 
many neurons. Most of these synapses are 
located on spines, which are tiny tubular or 
mushroom-shaped structures about 1 to 3 p,m 
long and less than 1 p,m in diameter that 
protrude from the dendritic shaft (Fig. 1). The 
typical presynaptic terminal forms a junction 

Division of Biology, California Institute of Technology, 
Pasadena, CA 91125, USA. E-mail: kennedym@its. 
caltech.edu 

with one, or at most two, postsynaptic spines. 
Spines are the first processing point for syn- 
aptic signals impinging on the dendrite. 
Much of the processing machinery is con-
tained in a highly organized biochemical ap- 
paratus attached to the cytosolic surface of 
the postsynaptic membrane. This protein 
complex is visible in the electron microscope 
as a thickening of the postsynaptic mem-
brane, extending approximately 30 nm into 
the cytosol; it was termed the "postsynaptic 
density" or PSD by early electron microsco- 
pists (Fig. 1) (1,2). 

Nearly all presynaptic terminals that make 
synapses on dendritic spines release the excita- 

tory neurotransmitter glutamate. The postsyn- 
aptic membrane of a typical spine contains at 
least two distinct types of glutamate receptors 
concentrated at the site of contact with the 
presynaptic terminal. a-amino-3-hydroxy-5- 
methyl-4-isoxazolepropionate (AMPAFtype 
glutamate receptors are ion channels that open 
when they bind glutamate, allowing sodium 
and potassium ions to flow across the mem- 
brane, producing a small, brief depolarization 
called the excitatory postsynaptic potential 
(EPSP). N-methyl-D-aspartate (Nh4DAktype 
glutamate receptors are also ligand-gated ion 
channels. However, opening of their larger 
channel does not occur when glutamate binds to 
it, unless the membrane is strongly depolarized 
to relieve blockade of the channel by extracel- 
lular magnesium. The required depolarization is 
larger than can be achieved by AMPA receptors 
at a single synapse. Adequate depolarization 
can, in theory, be produced by coincident firing 
of several nearby synapses or by a back-
propagating action potential (3).When the two 
conditions of glutamate binding and strong 
depolarization are met, the NMDA receptor 
channel opens and allows the flow of sodium 
and calcium ions into the cell. The resulting 

750 	 27 OCTOBER 2000 VOL 290 SCIENCE www.sciencemag.org 

mailto:kennedym@its


D E N D R I T E S  

influx of calcium ions is a powerlid trigger that 
initiates a series of biochemical changes in the 
spine and neighboring dendrite. The result of 
these biochemical events is often a change in 
the size of the depolarization produced by 
AMPA receptors after a single electrical acti- 
vation of the presynaptic terminal. Such chang- 
es in synaptic "strength" are believed to be an 
important mechanism by which information 
about past experiences is encoded at synapses. 
For example, by this mechanism, neurons that 
are activated at the same time during an expe- 
rience might be "wired up" so that reactivation 
of one is more likely to activate all of them 
when the information is recalled. 

The processes of thinking and of storing 
information in the brain are subtle and complex. 
Their accuracy is vital for the survival of the 
organism. Therefore, it is not surprising that the 
sue and nature of the changes in synaptic 
strength produced by prior activation of a syn- 
apse are precisely regulated. The complexity of 
this regulation has often caused confusion, b e  
cause nearly every known signaling pathway 
appears to play a role in synaptic plasticity in the 
central nervous system under some circum- 
stance (4). Furthermore, the different si&g 
pathways can alter the strength of the synapse in 
several ways. Thus, the end result of the bio- 
chemical computation unleashed by the activa- 
tion of NMDA receptors can be a change in the 
probability of tmnsmitter release h m  an elec- 
trically activated presynaptic terminal (9, a 
change in the number of AMPA receptors (6,7) 
or in the size of the current produced by each 
AMPA receptor at a postsynaptic site (8, 9), a 
change in the electrical excitability of the den- 
dritic membrane (lo), andlor coordinated 
changes in the cytoskeleton and in membrane 
Wlicking that ultimately produce a new spine 
(11, 12). It seems likely that this profusion of 
mechanisms has evolved to permit the organism 
to store memories (or erase them), being guided 
by a wide variety of environme&l G~ences. 

The first potential targets of calcium ions 
entering through the NMDA receptor are 
proteins located in the PSD. One way to 
gain an understanding of postsynaptic sig- 
nal processing is to unravel the structures 
and physical interconnections of the signal- 
ing proteins located in the PSD and then 
find ways to "watch" them in action. The 
protein structure of the PSD fraction, a 
portion of the PSD that remains intact upon 
homogenization of the brain and can be 
isolated by subcellular fractionation (13), 
reveals that signaling proteins at the 
postsynaptic membrane, like those in many 
other parts of the cell, are assembled in 
highly ordered arrays attached to the cyto- 
plasmic surface (14-16). These "protein 
machines" appear to be built to direct sig- 
naling reactions in time and space and to 
incorporate mechanisms for modulating 
signaling at several intermediate steps. 

The full complement of postsynaptic sig- 
naling proteins and their arrangement is like- 
ly to vary among different glutamatergic syn- 
apses. However, a model is emerging for the 
arrangement and interactions of the most 
prominent proteins in the PSD fraction. The 
abundance of these proteins suggests that 
they are likely to be present in a large per- 
centage of glutamatergic PSDs. This initial 
model is based mostly on biochemical studies 
of proteins in the PSD fraction and of their 
points of interaction, defined by yeast two- 
hybrid experiments. Pharmacological and ge- 
netic studies hint at additional signaling 
mechanisms that remain to be precisely de- 
fined at the structural level. 

The NMDA Receptor Signaling 
Complex 
Many of the prominent proteins in the PSD 
fraction bind directly or indirectly to the 
NMDA receptor, which is itself an abundant 
component of the fraction. Thus, the PSD 
fraction contains a core NMDA receptor sig- 
naling complex. The NMDA receptor is com- 
posed of heteromultimers of four or five 
transmembrane subunits that include at least 
one NR1 subunit and an unknown number of 
NR2 subunits (NR2A, -B, -C, or -D) (17). 
The sequences of NR1 and of the amino- 
terminal halves of the NR2 subunits are ho- 
mologous to AMPA receptor subunits (18). 
The long carboxyl-terminal halves of the 
NR2 subunits extend into the cytoplasm (19, 
20), forming tails that serve as nucleation 
sites for the NMDA receptor-associated sig- 
naling complex (Fig. 2). 

CaMKII. The most abundant signaling 
protein in the PSD fraction is Ca2+/cal- 
modulin-dependent protein kinase I1 
(CaMKII), which makes up 1 to 2% of the 

total protein in the forebrain (21). CaMKII 
is a target for Ca2+ flowing through the 
NMDA receptor and is necessary for nor- 
mal synaptic plasticity in pyramidal neu- 
rons (22, 23). It is a large dodecameric 
heteromultimer assembled in stochastic 
combinations from two closely related cat- 
alytic subunits, a and P (24, 25). In the 
forebrain, the a subunit is about three times 
as abundant as the P subunit. Assembly of 
the holoenzyme and binding of CaMKII to 
the PSD (26-28), the actin cytoskeleton 
(29), or other subcellular sites (30) are 
mediated by the carboxyl-terminal associa- 
tion domains of the subunits. The structure 
of the homomeric a-subunit holoenzyme, 
determined by cryo-electron microscopy, 
is a gear-shaped ring approximately 20 nm 
in diameter and 20 nm in thickness, with 
sixfold rotational symmetry (six "teeth") 
(25). Each tooth is formed by an antiparal- 
lel dimer of the association domains of two 
subunits. The symmetry of the central ring 
suggests that each holoenzyme contains six 
sets of similar binding sites that can medi- - 
ate subcellular localization. 

The cytosolic tails of the NR2 subunits of 
the NMDA receptor bind to CaMKII and thus 
can serve as docking sites for it in the PSD 
(26,27, 31). The NR2 subunits are phospho- 
rylated by CaMKII (31), but high-affinity 
binding is mediated by the association do- 
mains of the kinase rather than by the cata- 
lytic domains (26, 27). .Docking of CaMKII 
to the tail of the NMDA receptor would 
position its catalytic domains near the mouth 
of the receptor, ideally located for activation 
by Ca2+ flowing through the channel. The 
catalytic domains form two hexagonal ro- 
settes situated on opposite faces of the central 
ring. Because the two rosettes are separated 

Fig. 1. (A) A presynaptic terminal forming glutamatergic synapses with two dendritic spines. 
Synaptic vesicles containing glutamate cluster at the site of synaptic contact. (B) Tracing of (A), 
identifying major synaptic structures. The dendritic shaft contains microtubules along which 
material is transported from the cell body. Spines contain an adin cytoskeleton that confers 
movement (73) and permits transport of material toward the PSD at the tip of the spine. Scale bar 
in (A), 400 nm. 
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by almost 20 nm (25), each receptor-bound 
holoenzyme could, in theory, rapidly phos- 
phorylate several nearby substrate proteins, 
including other signaling molecules in the 
PSD (32), as well as AMPA receptors, which 
are up-regulated by phosphorylation by 
CaMKlI after NMDA receptor activation (8, 
9). 

PSD-95. Another central component of 
the NMDA receptor signaling complex is the 
scaffold protein PSD-95 (also referred to as 
SAP-90). The PSD-95 family comprises four 
closely related proteins (sometimes called 
MAGUK proteins), each of which contains 
five protein-binding domains (15). Three 
amino-terminal PDZ (PSD-95, Discs-large, 
ZO-1) domains are followed by an SH3 do- 
main and a GuK domain homologous to yeast 
guanylate kinase but lacking enzymatic activ- 
ity. The first and second PDZ domains bind 
tightly to the tails of the NR2 subunits of the 
NMDA receptor (33, 34). The three PDZ 
domains each have slightly different binding 
specificities and can interact with a variety of 
different neuronal membrane proteins (35). It 
remains unclear how interactions with the 
PDZ domains are regulated during synaptic 
development and which of their possible in- 
teractions predominate in glutamatergic syn- 
apses. Nevertheless, the tight colocalization 
of NMDA receptors and PSD-95 at synapses 
and the abundance of both proteins in the 
PSD fraction suggest that in the forebrain, 

many synaptic NMDA receptors are attached 
to the PDZ domains of PSD-95 or one of its 
family members (15). 

At least three other synaptic proteins can 
interact with the remaining PDZ domains of 
PSD-95: neuronal nitric oxide synthase (nNOS) 
(36), neuroligin (37), and SynGAP (32,38). Of 
these three, the evidence is strongest that Syn- 
GAP is associated with PSD-95 in many gluta- 
matergic synapses on forebrain pyramidal neu- 
rons. SynGAP is a synaptic ras GTPase-activat- 
ing protein (rasGAP), with a GAP domain ho- 
mologous to that of the canonical rasGAP p120 
(39). SynGAP is specifically expressed in neu- 
rons and is highly concentrated at synaptic sites 
in hippocampal neurons, where it is tightly 
colocaliid with PSD-95 (32,38,40). SynGAP 
is almost as abundant in the PSD fraction as 
PSD-95 itself (32), suggesting that many syn- 
aptic PSD-95 molecules are bound to at least 
one copy of SynGAP. 

The function of rasGAPs is to accelerate 
the intrinsic guanosine triphosphatase 
(GTPase) activity of ras, thus accelerating the 
rate of inactivation of the GTP-bound form of 
ras (39). Because the most common down- 
stream effect of GTP-ras is activation of the 
MAP kinase (ERK 1 and ERK 2) cascade, 
rasGAPs can be thought of as brakes on the 
MAP kinase pathway. How might the func- 
tion of SynGAP be linked to the NMDA 
receptor? The rasGAP activity is strongly 
inhibited by phosphorylation of SynGAP by 

ZMPA Receptor NMDA Receptor 
1kY -.LAY 

mGlu Receptor 

CaM 

Fig. 2. Cartoon of two hypothetical signaling machines in the PSD. One comprises the NMDA 
receptor, CaMKII, PSD-95, and SynCAP. The other links the mCluR to the IP, receptor and to the 
NMDA receptor complex via a scaffold assembled from Homer and Shank The structures of these 
synaptic proteins have not been determined in their entirety; however, structures of several 
homologous domains are in the CenBank database and have been used here to portray the relative 
sizes and positions of contact among the proteins (74). Where no homologous structure is available 
(CKAP, portions of Shank, portions of SynCAP, and the cytosolic tail of the NMDA receptor), 
proteins are represented by beaded lines or forms depicting their approximate size estimated from 
their molecular weight. The structure of the CaMKll holoenzyme was determined to -30 A 
resolution by cryo-electron microscopy (25). The holoenzyme is positioned behind the NMDA 
receptor and PSD-95 for clarity. It would extend approximately 20 nm into the space behind the 
plane of the diagram. The individual catalytic domains are depicted as stippled structures extending 
from the central core. 

CaMKII, an early target of calcium flowing 
through the NMDA receptor (32). Hence, 
activation of the NMDA receptor may lead 
directly to inhibition of SynGAP and release 
of the brake on the MAP kinase pathway. An 
important missing link in this scheme is the 
nature of signaling pathways at glutamatergic 
synapses that can activate ras. Possible can- 
didates include src or fyn, which can activate 
ras through the N-Shc adaptor protein (41), or 
the BDNF (42) and Ephrin/EPH pathways 
(43). Postulated dendritic targets for regula- 
tion by MAP kinase include A-type K+ chan- 
nels that modulate the sizes of EPSPs and of 
back-propagating action potentials (10) and 
MAP2, which may mediate cellular remodel- 
ing (44). 

Neuronal NOS, a Caz+-activated form of 
NOS, can bind to PSD-95 through a class I11 
PDZ domain interaction in which its own 
amino-terminal PDZ domain binds to a PDZ 
domain of PSD-95 (45). Neuronal NOS is not 
abundant in the PSD fraction and is not 
expressed at high levels in pyramidal neu- 
rons. However, it is highly expressed in cer- 
tain y-aminobutyric acid-containing neurons, 
which also express members of the PSD-95 
family (46). Therefore, PSD-95 may concen- 
trate nNOS near the NMDA receptor at 
postsynaptic sites in these neurons. 

Neuroligin is an adhesion molecule that is 
present throughout the soma and dendrites of 
many neurons and has been localized to the 
synaptic cleft and the postsynaptic density of 
some neurons (47). It has not been detected 
in substantial amounts in the PSD fraction 
(32, 48); thus, its association with PSD-95 
may be transient, or more easily disrupted, 
than that of other proteins by extraction with 
detergent during purification of the PSD frac- 
tion. Alternatively, it may associate with 
PSD-95 in a relatively small proportion of 
synapses. The recent finding that expression 
of neuroligin in heterologous cells can induce 
clustering of presynaptic vesicles in contact- 
ing axons suggests that neuroligin may help 
to induce synapse formation at potential 
postsynaptic sites that contain NMDA recep- 
tor-associated signaling complexes (49). 

The Homerishank Complex 
A third class of glutamate receptors present 
at many excitatory synapses is the metabo- 
tropic or heterotrimeric GTP-binding protein- 
linked glutamate receptors (mGluRs). Sub- 
types mGluRl and mGluR5 are concentrated 
around the outer rim of glutamatergic PSDs 
as well as in decreasing concentration in the 
spine membrane as a function of distance 
from the PSD (50). Their activation by glu- 
tamate leads to production of inositol tris- 
phosphate and the consequent release of cal- 
cium through the IP, receptor from internal 
membrane stores into the cytosol. Many 
spines contain membrane vesicles that store 
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calcium (these vesicles are sometimes called 
the spine apparatus). Recent work suggests 
that a lattice of scaffold proteins may link the 
cytoplasmic face of mGluRs to IP, receptors 
in the spine apparatus. The lattice may also be 
connected to PSD-95 and thus to the NMDA 
receptor complex. 

The hypothetical link is based on the prop- 
erties of the scaffold protein Homer, which 
contains an amino-terminal EVHl domain fol- 
lowed by a rod-shaped coiled-coil domain (51). 
The EVHl domain can bind the cytosolic face 
of mGluRs and also the IP, receptor. Because 
Homer d i m h s  via the coiled-coil domains to 
form a rod with EVHl domains on either end, 
it could link the two receptors together. The 
linkage formed by one Homer dimer would be 
shoa; however, the EVHl domain can also 
bind a specific site on Shank, a - 170-kD pro- 
tein with several protein binding domains (52) 
(Fig. 2). One of these domains binds a protein 
termed GKAP (guanylate kinase-associated 
protein) that in turn binds to the Guk domain of 
PSD-95. Because Shank can associate with it- 
self, forming homomultimers, it is postulated to 
act as a backbone, permitting the formation of a 
three-dimensional network of Shank multimers 
and Homer dimers, linking together the NMDA 
receptor complex in the PSD, mGluRs in the 
membrane adjacent to the PSD, and the IP, 
receptor located on intracellular calcium stor- 
age vesicles (53) (Fig. 2). 

Other Signaling Complexes 
Biochemical and pharmacological evidence in- 
dicates that a number of other signaling com- 
plexes are located in spines within or near the 
PSD. For example, AMPA receptors may be 
bound to their own unique set of signaling 
complexes (54). In addition,'the cyclic adeno- 
sine monophosphate (CAMP) signaling path- 
way is implicated in the regulation of glutama- 
tergic transmission. CAMP potentiates induc- 
tion of long-term potentiation (LTP) in the 
Schaeffer collateral pathway (55). The favored 
mechanism involves a regulatory cycle first 
postulated in liver and muscle (56) and now 
well documented in dopaminergic transmission 
(57). Activated CAMP-dependent protein ki- 
nase phosphorylates a protein called Inhibitor-1 
(DARF'P-32 in the dopaminergic pathway). 
Upon phosphorylation, Inhibitor- 1 becomes an 
inhibitor of protein phosphatase-1. This inhibi- 
tion potentiates phosphorylation of proteins that 
can be dephosphorylated by protein phospha-. 
tase-1. In Schaeffer collateral synapses, the 
CAMP pathway "gates" autophosphorylation of 
CaMKII and subsequent induction of LTP (55). 

Phosphatase-1 and the CAMP-dependent 
protein kinase can be complexed with the 
NRl subunit of the NMDA receptor by the 
scaffold protein Yotiao (58, 59), a splice 
variant of a family of AKAP (A-kinase-as- 
sociated protein) proteins that target the 
CAMP-dependent protein kinase to subcellu- 

lar compartments (60). Yotiao and a second 
AKAP, AKAP751150, which targets protein 
kinase A, protein kinase C, and the CaZ+- 
dependent protein phosphatase calcineurin to 
dendritic microtubules, can be detected by 
immunoblot in the PSD fraction and in im- 
munoprecipitates of the NMDA receptor (58, 
59,61-63). Their relatively low abundance in 
the PSD fraction suggests that they may be 
present in a subset of PSDs in the brain. 
Differential distribution of AKAPs could al- 
ter the forms of synaptic plasticity displayed 
by different synapses. 

Pharmacological evidence also indicates 
that protein kiiase C (64, 65) and the MAP 
kinase pathway (66, 67) participate in 
postsynaptic regulation of synaptic plasticity 
at glutamatergic synapses. The structural ba- 
sis for their localization in spines is not yet 
firmly established. 

Just as for protein kinases, appropriate lo- 
cation and regulation of protein phospha- 
tases are crucial for proper metabolic con- 
trol. The calcium-dependent protein phos- 
phatase calcineurin is localized in dendritic 
spines (68), perhaps by AKAP751150 (60). 
Both Yotiao (58) and the neurabintspi- 
nophilin family of proteins (69) could tar- 
get protein phosphatase-1 to dendritic 
spines where it can dephosphorylate a va- 
riety of substrates. The ubiquitous protein 

Fig. 3. (A) Hypothetical A 
scaled diagram of ar- 
rangements of NMDA 
(blue), AMPA (beige), 

, and mGlu (orange) re- 
ceptors and of CaMKll 
(red) in a 400-nm-di- 
ameter PSD. The diam- 
eters of NMDA and 
AMPA receptors are 
-10 nm, and the diam- 
eter of the mGluR is 
-5 nm. Estimates of 
numbers of NMDA re- 
ceptors vary, but aver- 
age around 50 for a 
400-nm PSD (75-79). 
AMPA receptors cycle 
in and out of the 
postsynaptic site, and 
their numbers are be- 
lieved to vary from 
none (a silent synapse) 
to around 50. (5) Pro- 
tein complexes from 
Fig. 2 are overlayed to 
scale on the 400-nm- 
diameter PSD from Fig. 
1A. The diameter of a 
synaptic vesicle is -40 
nm, and the thickness 
of an electron micros- 
copy section is -60 
nm. The receptors and 
CaMKll fit easily into 
the area of the PSD. 

phosphatase 2A is regulated and targeted 
by tissue-specific subunits; its brain-specif- 
ic regulatory subunits have just begun to be 
studied (70). 

Conclusions 
Progress in understanding the biochemical and 
structural basis of synaptic regulation has been 
rapid and exciting over the past few years. It has 
been fieled by the recognition among cell bi- 
ologists that signaling specificity results from 
the formation of protein complexes that re- 

NMDA 
mO1-l~ nm 

AMPA L 1 0 n m  
receptor 

C a ~ ~ + n m  

M l u R  L 5 n m  

spond locally and discretely to signals from the 
membrane surface. A few synaptic signaling 
"machines" have now been identified, but 
manv more remain to be characterized before 
we unravel the intricacies of signal processing 
in the brain (Fig. 3). We face two major chal- 
lenges. The first is to understand to what extent 
the presence and organbation of signaling ma- 
chinery varies among different synaptic types. 
This information is crucial because the comple 
ment of signaling complexes at a synapse de- 
termines the rules by which it integrates and 
encodes information. The second challenge is 
to understand how the different signaling path- 
ways interact with and feed back on each other 
to maintain homeostasis while processing, inte- 
grating, and storing rapidly changing informa- 
tion. Efforts to meet this challenge will be aided 
by promising new strategies for creating and 

suggesting that addi- 
tional proteins are likely to be present in the PSD in vivo. 
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testing spatially accurate computer simulations 
of complex biochemical signaling machinery 
(71, 72). We have come a long way toward 
understanding how synapses work, but we still 
have far to go. 
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Actin-Based Plasticity in Dendritic Spines 

Andrew Matus 

The central nervous system functions primarily to convert patterns of 
activity in sensory receptors into patterns of muscle activity that consti- 
tute appropriate behavior. At the anatomical level this requires two 
complementary processes: a set of genetically encoded rules for building 
the basic network of connections, and a mechanism for subsequently fine 
tuning these connections on the basis of experience. Identifying the locus 
and mechanism of these structural changes has long been among neuro- 
biology's major objectives. Evidence has accumulated implicating a par- 
ticular class of contacts, excitatory synapses made onto dendritic spines, 
as the sites where connective plasticity occurs. New developments in light 
microscopy allow changes in spine morphology to be directly visualized in 
living neurons and suggest that a common mechanism, based on dynamic 
actin filaments, is involved in both the formation of dendritic spines during 
development and their structural plasticity at mature synapses. 

sources converge, such as pyramidal cells in 
the cerebral cortex, whose dendrites com-
monly have several thousand spines, each 
representing an excitatory synapse (3-6) 
(Fig. 1, A and B). Characteristically, spine 
morphology consists of an expanded head 
connected to the dendrite shaft by a narrower 
neck (Fig. 1, C and D), but "stubby" spines 
lack the neck, whereas filopodia-like "head- 
less" spines also occur, especially during de- 
velopment (4, 7-9). This distinctive architec- 
ture depends on a specialized underlying 
structure of cytoskeletal filaments. In contrast 
to the dendritic shaft, whose cytoplasm is 

Dendritic spines are the contact sites for most on the order of lOI4 for the human cerebral Friedrich Miescher Institute. Maulbeerstrasse 66.4058 
excitatory synapses in the brain (1, 2) where cortex. Spines are particularly associated Basel, Switzerland. 

they occur in vast numbers, estimated to be with neurons where inputs from diverse E-mail: matus@fmi.ch 
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