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Table 1. Experimental and calculated values for  AuXe," 

Experimental HF* Becke3LYPt MP: 

Au-Xe bond length (prn) 272.8(1)-275.0(1) 289.1 287.1 278.7 

Mulliken charges 
Au -
Xe -

AH (kcal mot- ' )  
AuZ+ + 4Xe -+AuXe,'+ -

'Hartree-Fock ab initio calculation with a core potential for the inner 60 electrons and a 6s5p3d basis set for Au, and 
a 4s4p3dlf basis set and a core potential for the inner 46 electrons for Xe (10). ?Density functional calculation with 
the Becke3 method (14) and the correction by Lee, Yang, and Parr (15); same basis set as in the Hartree-Fock calculation. 
lMeller-Plesset second-order calculation; same basis set as in the Hartree-Fock calculation. 

sions a = 794.0 f 1 pm, b = 917.7 ? 1 pm, c = 
1739.1(3) pm, a = 99.539 t 5", p = 92.640 ? 4'3 
y = 94.646 ? So, unit cellvolume V = 1243.4 X l o6  
pm3, temperature T = -120°C; space group Pi,  
number of molecular units in the unit cell Z = 2, 
calculated density pea, = 3.696 g/cm3, absorption 
correction by equalizing symmetry-related reflec-
tions with absorption coefficient I* = 13.55 mm- '  
MoKa rays with graphite monochromator, 33,456 
measured reflections, 8837 unique reflections, max 
diffraction angle Om,, = 31°, 281 refined parameters, 
all atoms were refined anisotropically, full least-
square matrix refinement, reliability factor R[F 2 
4 u ( F ) ]  = 0.039, weighed reliability factor based on RL 
wR2 = 0.099, weighing scheme w = l/crZIF(o)i i-

(0.0576P)Z + 1.98P, P = ma~[F(o)~,O]+2FcZ/3. Fur- 
ther details on the crystal structure determination 
can be obtained from the Fachinformationszentrum 
Karlsruhe, 76344 Eggenstein-Leopoldshafen,Germa-
ny [Fax: (+49)7247-808-6666; E-mail: crysdata@fiz- 
karlsruhe.de, accession number CSD 41 13651. 

10. Calculations were done with the program Gaussian 
98, Revision E.2 [M. J. Risch et a/., Gaussian, Inc.. 
Pittsburgh. PA, 19951. Basis sets and core potentials 
were obtained from the lnstitut fur Theoretische 
Chemie, Universitat Stuttgart, Germany. 
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gold may not be dfferent from that between 
xenon and any electronegative main-group ele- 
ment, such as in XeF,. Here, a charge transfer 
of about 0.5 electrons to the electronegative 
fluorine atom is assumed (12). 

During the reduction of Au3+ to Au2+ and 
the complexation of Au2 +,the extreme Brern- 
sted acidity of the HFISbF, solution is essential. 
The Au3+ ion in fluoride systems is normally 
present as AuF,-, which when protonated, can 
ultimately lead to Au(HF),~+, which has a 
much higher oxidation potential than AuF,-. It 
can almost be considered as a naked Au3+ ion 
due to the weak basicity of HF. The complex- 
ation reaction must be an equilibrium 
Au2+(HF), + 4Xe %A U X ~ , ~ ++ nHF,which 
again can only proceed if xenon remains the 
strongest base in the system. The overall reac- 
tion indicates yet again the role of the protons 

AuF, + 6Xe + 3H' 

+~ u X e ~ ~ '+ Xe,+ + 3HF 

Green Xe2+Sb4F2,- crystals, which have 
been fully characterized previously (13), 
were also detected in the solid reaction mix- 
ture at -60°C. 

The isolation of the cationA U X ~ , ~ +  
raises many questions that at present cannot 
be answered satisfactorily. The main ques- 
tion is, of course, whether this compound 
remains unique or if this is the first of a 
series of new complexes. Predictions are 
difficult because this first compound is also 
unique in another way: Stoichiometry and 
structure for a Au2+ complex are rare if not 
entirely new. 
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Resurrection of Crushed  
Magnetization and Chaotic  
Dynamics in Solution NMR  

Spectroscopy  
Yung-Ya Lin, Natalia Lisitza, Sangdoo Ahn, Warren S. Warren* 

We show experimentally and theoretically that two readily observed effects in 
solution nuclear magnetic resonance (NMR)-radiation damping and the di- 
polar field-combine to generate bizarre spin dynamics (including chaotic 
evolution) even with extraordinarily simple sequences. For example, seemingly 
insignificant residual magnetization after a crusher gradient triggers exponen- 
tial regrowth of the magnetization, followed by aperiodic turbulent spin motion. 
The estimated Lyapunov exponent suggests the onset of spatial-temporal chaos 
and the existence of chaotic attractors. This effect leads to highly irreproducible 
experimental decays that amplify minor nonuniformities such as temperature 
gradients. Imaging applications and consequences for other NMR studies are 
discussed. 

Modem high-resolution liquid-state nuclear 
magnetic resonance (NMR) and magnetic res- 
onance imaging (MRI) experiments often in- 
clude a complex sequence of radio frequency 

coherence and pulsed-field gradients for coher- 
ence pathway selection, rejection, and spatial 
encoding. The full spin evolution under such 
sequences is readily calculated even for mole- 

(RF) pulses for creating and transfening spin cules as large as proteins within the density 
Organometallics 16, 4896 (1997). 
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unexpected spectral features (such as detection 
of intermolecular multiple-quantum coher-
ences) (1-3) and has predicted some new ap- 
plications (4-6) but has not challenged the es- 
sentially predictable and reproducible nature of 
this approach. In contrast, this paper presents 
experimental and numerical evidence that two 
readily observed effects in concentrated solu- 
tions-radiation damping and the dipolar 
field-combine to generate chaotic dynamics 
even with extraordinarily simple sequences. 

Consider the simplest pulselgradient combi- 
nation [(7r/2), - (GT)J: an RF pulse along the 
x axis with a flip angle of 7rl2 followed by a 
"crusher" B, gradient in the z direction with 
strength G and duration time T. Such a scheme 
appears in a wide range of experiments, includ- 
ing imaging and solvent suppression. The 7rl2 
pulse tips the magnetization into the transverse 
plane. The crusher gradient then spatially mod- 
ulates the transverse magnetization, creating a 
magnetization grating. The modulated magne- 
tization is expected to give no signal in the 
absence of additional refocusing gradients; only 
a tiny residual magnetization, about lop3 to 

of the equilibrium magnetization, typical- 
ly survives the crusher gradient (arising, for 
example, from a noninteger number of helix 
cycles, static-field inhomogeneity, and spec- 
trometer imperfections) (7). 

Instead, for a concentrated sample the 
"crushed" magnetization revives over the 
course of many milliseconds; the residual mag- 
netization is amplified (typically by a factor of 
100 to 10,000) before it decays away (Fig. I). 
T h ~ seffect is very well known in the biological 
NMR community; the difficulty of suppressing 
the water peak and having it stay suppressed 
has relegated many promising two-dimensional 
NMR sequences to experimental oblivion (7). 
Most modem experiments are constrained to 
use "water flip-back" pulses to restore the mag- 
netization to the z axis, even if this procedure 
compromises other aspects of the pulse se-
quence design (8). 

The explanation for this unexpected reap- 
pearance turns out to be rather subtle. The 
fundamental physics can be described by mod- 
ified (nonlinear) Bloch equations. We define 
the dimensionless normalized Bloch vector 
m(r) M(rYMo, where M(r) is the magnetiza- 
tion density vector of a small volume element at 
position r in the sample and M, is the equilib- 
riurn magnetization under the external Zeeman 
field of flux density B, along the z axis. For 
equivalent spins in a liquid (such as water or 
acetone), the effective spin dynamics in the 
rotating frame precessing with the Larmor fre- 
quency w, = yBo can be approximated as (9) 

dm m,f + m,$ 
- = y m X B -
at T* 

m, - 1 
- - f + DV2m 

T I  ( ) 

where y is the gyromagnetic ratio, B(r, t) is 
the local field acting on m(r, t), TI and T, are, 
respectively, the longitudinal and transverse 
relaxation times, D is the diffusion coeffi- 
cient, and (2, $, i}are the basis vectors of the 
Cartesian coordinates. The macroscopic ex-
perimental observable (m) is obtained by av- 
eraging m over all of the volume elements in 
the sample. 

The initial condition after the preparation 
of [(7r/2), - (GT)=] can be written almost 
exactly as 

where m+ = m, + im,; as noted above, for a 
realistic gradient, there will be some small 
deviations that lead to a small but nonzero 
value of (m,). 

In the usual (linear) version of Eq. 1, the 
local field B(r, t) is independent of m(r, t) ,  
and macroscopic transverse magnetization 
(m+) should never reappear. For concentrated 
samples of abundant high-y spins in a high- 
resolution NMR spectrometer, additional 
contributions to the local field come from 
radiation damping Br (9, 10) and the distant 
dipole field (DDF) B,, that is, B = B, + Br 
(11, 12). Radiation damping is a macroscopic 
reaction field, which is fed back to the spins 
through the induced free-induction-decay 
(FID) current in the receiver coil. As dictated 
by Lenz's law, it exerts a torque to nutate m 
all the way back to the +z  axis on the surface 
of the Bloch sphere and, when the sample is 
exactly on resonance, can be described by 

where q is the filling factor of the coil and Q 
is the probe Q factor. However, this correc- 
tion would be expected to have little effect 
after a [(ITI~),- (GT)=] sequence, because 
most of the transverse magnetization has 
been suppressed. 

Finally, the DDF arises from residual dipo- 
lar couplings in solution. The coupling can be 
handled in two superficially different ways, 
which give the same results (3, 13). First, retain 
the dipolar couplings explicitly, and model 
them as affecting the time evolution through 
commutation (1,3). In this "quantum" or ''cou- 
pled-spin" picture, everythmg remains in oper- 
ator form, virtually identical to the normal treat- 
ment for a solid. The other alternative is to 
make the mean field approximation. This "clas- 
sical" or "mean-field" treatment introduces the 
DDF, which can be treated as a microscopic 
reaction field. It was first introduced to explain 
multiple echoes in a continuous gradient (11). 
In the cases where the magnetization is fully 
modulated and varies only in one direction s, it 
can be approximated as (12) 

where As = [3(s .z)* - 1112, T, = (yp+Vf0)-', 
and I*.,is the magnetic permeability of a vacu- 
um. For z gradient-modulated magnetization, 
As = -1, but after a [ ( ~ / 2 ) ~  (GT)J sequence, 
mZ - 0 everywhere, and (m) is small, so the 
dipolar field is nearly linearly proportional to 
m; thus the cross product in Eq. 1 eliminates 
any effects on the spin evolution. 

The results of this trivially simple ex- 
periment disagree with these expectations. 
In the limit where either radiation damping 
or DDF dominates. a solid theoretical 
framework exists to describe the corre-
sponding dynamics (at least if spatial inho- 
mogeneities can be ignored), and many gra- 
dient experiments with dipolar fields have 
been successfully described by ignoring ra- 
diation damping. However, the comparable 
characteristic times, T~ - 10 ms and T, = 
65 ms for a pure water sample in a typical 
600-MHz spectrometer at room tempera-
ture, imply that it might be crucial to take 
their joint action into account for some 
experiments. It turns out that the simple 
one-pulse, one-gradient sequence fits into 

Time (s) 

Fig. 1. Experimental (solid lines) and simulated 
(dotted line) 'H FlDs (absolute magnitude) of 
95% water on a D,O-locked Varian INOVA 600 
MHz spectrometer after the sequence [(a/2), -
(CT)J. The sample temperature was stabilized 
at 25'C for 2 hours before data acquisition. (A) 
A z gradient with optirnal shimming. (B) A z 
gradient with -1.5 Hzlcm linear 6, inhomoge-
neity. (C) A magic-angle gradient with optirnal 
shimming (note scale change), which confirms 
that DDF is a prerequisite for the resurrection 
process. The following parameters are estimat- 
ed from experiments and then used in the 
simulations: acquisition delay 50 s, CT = 2.5 
gauss. ms/cm, T, = 3.05 s, T, = 2.10 s, T, = 10 
ms, T, = 69.8 ms, D = 1.85 X cm2/s, and 
residual line-broadening = 0.4 Hz. The details 
of the numerical simulations are described in 
reference (75). 
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this category, and simulation results shown magnetization, and begins to create z-magne- method of (15)] also appears to show cha- 
in Figs. 1' to 3 explain the observed recur- tization as well. Numerical simulations with- otic dynamics, even without radiation 
rence well (for samples without tempera- out relaxation and diffision (shown in Fig. 2) damping, but on a longer time scale. This is 
ture gradients). To gain insight, we can show that under ideal experimental condi- consistent with the results of (16), which 
generate approximate solutions by tempo- 
rarily ignoring the T,, T,, and diffusion 
processes in Eq. 1. Addition of another 
pulse of flip angle 0 after the gradient 
would have converted intermolecular zero- 
quantum coherences (iZQC) into two-spin, 
single-quantum coherences, which become 
observable by the action of the DDF (3, 5, 
6). In such a "ZQ CRAZED" or HOMOG- 
ENIZED sequence, the signal at a time t 
after the second pulse would be given by 

(m + ) = - i cos0 J ,  (t s i n 0 l ~ ~ )  (5) 

where J ,  is the first-order Bessel function. 
Such sequences usually use a second pulse 
flip angle of 0 = n/4 to maximize the 
initial magnetization growth. However, 
note that as 0 approaches zero, the maxi- 
mum possible signal (ignoring relaxation) 
actually grows, in principle, to almost the 
full equilibrium magnetization, although it 
appears at a later time as 0 decreases. 

The effect of radiation damping, starting 
even with a very small residual magnetiza- 
tion E, is to create a second pulse with a very 
small flip angle. This second pulse triggers 
magnetization growth in Eq. 5, which in turn 
creates an even larger pulse through radiation 
damping; further amplifies the transverse 

tions the magnetization can reach - 17% and 
-46% of the equilibrium magnetization for 
I (m,) 1 and (mJ, respectively. 

This powerful ositive feedback occurs 
on a time scale P T , T ~  that is much shorter 
than relaxation times in solution, and thus 
instabilities in the dynamics are not surpris- 
ing. The aperiodic turbulent spin motion 
shown in Fig. 2 suggests the onset of 
spatial-temporal chaos and the existence of 
chaotic attractors. The system is sensitive 
to initial conditions, and neighboring tra- 
jectories separate exponentially fast. This 
divergence is plotted in Fig. 3 as the spread 
of the Bloch vectors m(r,t) at various times 
for 500 slightly perturbed initial condi- 
tions. Around one of the attractors (at 
1.5 s), all neighboring trajectories con- 
verge, which gives rise to one of the gra- 
dient echoes in the FID. The largest Lya- 
punov exponent for the whole system is 
approximately 0.96 s-', following the al- 
gorithm of (14). The chaotic character dis- 
appears if either radiation damping or the 
DDF is removed from these simulations, 
which assume the magnetization fluctuates 
in only one dimension (thus making Eq. 4 
valid). Evolution with small three-dimen- 
sional fluctuations [using the simulation 

predicted that dynamical effects of the di- 
polar field inhomogeneities would induce 
spectral clustering and instabilities. 

In real experiments, the underlying dy- 
namics leads to signal instability, amplify- 
ing deviations from a uniformly modulated 
magnetization. For example, any residual 
B, inhomogeneity behaves mostly as a 
weak z gradient (for samples that are longer 
than they are wide) to perturb the helix 
structure. This effect usually can be safely 
ignored, as the irreversible relaxations will 
smear the helix structure before the small 
B, inhomogeneity can exhibit any signifi- 
cant effect. However, here a small B, inho- 
mogeneity can work in concert with the 
nonlinear dynamics to accelerate the resur- 
rection process and to drive I (m+)l to a 
higher maximum value (Figs.1 and 4). The 
results of magic-angle gradient experi- 
ments (A, = 0 in Eq. 4), shown in Fig. lC, 
confirm that DDF is indeed a prerequisite 
for the resurrection. As the B, inhomoge- 
neity continues to increase, it eventually 
dominates the helix modulation mechanism 
and makes other effects invisible. The ex- 
ponential growth is counterbalanced by re- 
laxation; for spin systems subject to less 
significant relaxation effects, larger recur- 
rences are possible. 

A more dramatic example is shown in 
Fig. 5. Figure 5A shows 128 superimposed 
transients from the [(7r/2), - (GT),] se- 
quence in a 600-MHz NMR spectrometer, 
with the sample temperature stabilized at 

I 25OC for 2 hours before data acquisition 

1 
Fig. 2. The evolution of 
helix vector m+(z,t) 
(top) and (m) ( t )  (bot- 
tom) for 100 spatial 
points distributed uni- 
formly in one helix cycle 

I after the se uence l(.rr/ 
2). - ( m ) .  m e  dy- 
namics are found by nu- s merically integrating 
the modified Bloch 
equations (Eqs. 1 to 4) 
based on the finite ele- 

ment method and Runge-Kutta (4,5) algorithm without T,, T,, and diffusion effects. The different 
initial m+(z,t) values along one helical turn are mapped onto a plane; the long-time evolution 
shows the trajectory divergence. The physical parameters used are: T, = 10 ms, 7, = 69.8 ms, GT = 
5 gauss mslcm, E = 1.0 X and L = 0.9395 cm (sampled by 2000 spatial points along z axis). 
This simulation assumes magnetization fluctuations in one dimension (see text). 

Time (s) 

1.2 2.7 

Fig. 3. The exponentially fast divergence of 500 
neighboring trajectories of the microscopic 
magnetization vector at the specific osition 
m(z,O) = [-1,0,0] after the sequence [LIZ), - 
(GT)J for the system shown in Fig. 2. The 
spread in the initial conditions at that specific 
position is created by uniformly distributed 
randomnumbers within the range of k0.01 in 
m,, m,,, and m,, respectively, while keeping the 
initial conditions at all other positions fixed. 
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(the room temperature stayed between 22' 
and 23OC). The fluctuations are small, but 
still larger than expected; the maximum of 
the fluctuations in the magnitude of the 
normal FIDs acquired with a single ~ 1 2  
pulse under similar experimental condi- 
tions discussed here is only about 3 X 
(standard deviation), which would not be 
observable at all on this scale. If we raise 
the temperature to 30°C and wait 2 hours for 
the system to stabilize, fluctuations in the nor- 
mal FID are still virtually unobservable, but 
fluctuations in the [(ITI~), - (GT)=] sequence 
are large (Fig. 5B); the stronger temperature 
gradients create a spatially modulated DDF. 
Superimposed transients beginning 30 rnin after 
a magnet fill are shown in Fig. 5C. Again the 
normal FID amplitude is very stable (the heater 
keeps the average sample temperature fixed), 

but the  I TI^), - (GT),] sequence signal fluc- 
tuates wildly. The very small temperature gra- 
dients imply magnetization nonuniformity and 
instability, which generates perturbations in.the 
DDF. The shapes of the individual FIDs change 
dramatically as well, implying that this effect is 
not simply amplification of some nonreproduc- 
ible, initial unsuppressed magnetization, al- 
though that may contribute to the initial growth. 

The ultimate limit to magnetization uni- 
formity is dictated by the finite number of 
spins per unit volume, that is, the spin noise. 
For example, suppose the magnetization is 
modulated by a gradient pulse of strength 8 
Glcm and duration 1 ms (typical for many of 
our experiments). The magnetization helix 
then has a repeat distance of 300 pm, or a 
"correlation distance" of 150 pm. The vol- 
ume in a slice this thick (1 pL) contains 7 X 
1019 spins. In a canonical ensemble, the ratio 
of the spontaneous fluctuations [(7 X 
1019)-112] to the equilibrium magnetization 
[=(5 X lo-') of the zero-temperature mag- 
netization] is on the of order Our sim- 
ulations show that this much variation, when 
coupled with sufficiently large initial residual 
magnetization E (for example, I%), is sufi- 
cient to generate unpredictable and irrepro- 
ducible trajectories at long times. As will be 

1..  .:. . . . . . . .I 1.. . . .;. . . . .I 
. . . 

4 
0 1 2 3 4 0 1 2 3 4  

Static field inhomogeneity (Hllcm) 

Fig. 4. Maximum value of absolute magnitude 
reached during the resurrection of the macro- 
scopic transverse magnetization with various 
static-field inhomogeneity after the sequence 
[(d2), - (GT)J. (A) Experimental average of 128 
scans. (B) Simulations for 95% water with GT = 
2.5 gauss mslcm (triangles) or 5 gauss mslcm 
(circles). The other parameters are the same as 
those Listed in Fig. 1. 

Fig. 5. Superimposition of 128 
experimental 'H FlDs (absolute 
magnitude) of 95% water after 
the sequence [(.rr/2), - (GT),], 
with the sample temperature 
stabilized (A) at 25°C for 2 
hours before data acquisition, 
(B) at 30°C for 2 hours before 
data acquisition, and (C) at 
25°C beginning 30 min after a 
magnet fill. The other experi- 
mental conditions are the 
same as those in Fig. 1. The 
maximum of the fluctuations 
in the magnitude of the normal 
FlDs acquired with a single ~ 1 2  
pulse under similar experimen- 
tal conditions discussed here is 
only about 3 x (standard 
deviation), which would not be 
observable at all on this scale. 

shown elsewhere, this unexpected mecha- 
nism can severely deteriorate pulse sequence 
performance. For example, the recovering 
magnetization would also contribute to "t, 
noise" in a variety of multidimensional NMR 
experiments, where solvent is suppressed by 
gradient pulses, and this instability may well 
be the origin of the poor performance of 
gradient-based solvent suppression in NMR. 
Fortunately, in many cases such effects can 
be minimized by either magic-angle gradi- 
ents, as shown here, or by active feedback to 
suppress radiation damping (1 7). 

The dipolar field has already been 

shown to provide a fundamentally new con- 
trast mechanism in MRI that is sensitive to 
magnetization variations over subvoxel dis- 
tances (6). Figure 5 suggests that the un- 
stable dynamics and amplification of small 
magnetization variations might be usable in 
imaging or detecting these variations and 
might provide another tool for investigation 
of microscopic structure. In recent years, 
magnetic chaos or magnetic turbulence has 
been demonstrated in parametric pumping, 
spin chains, and NMR masers (18, 19). Our 
work presented here reveals the existence of 
instability and apparently chaotic dynamics un- 
der routinely accessible conditions for solution , 

NMR spectroscopy. This appears on a faster 
time scale than would be predicted by the ap- 
proach in (16): nonlinearity triggered by the 
joint action of radiation damping and the DDF 
amplifies the effects of nonuniformity, and cre- 
ates a macroscopic signal. With the trend of 
designing super&ensitive probes and high-field 
magnets for biological systems with concentrat- 
ed high-y solvents, one can expect that this 
nonlinear effect will become even more pro- 
nounced. In this regard, understanding of the 
underlying chaotic dynamics and the control of 
the resurrection process may be critical to fur- 
ther developments and applications of high- 
resolution NMR in liquids. 
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