
U N D E R S T A N D I N G E A R T H ' S D Y N A M I C S 

References and Notes 
1. D. N. Baker, J. H. Allen, S. G. Kanekal, G. D. Reeves, Eos 

79, 477 (1998). 
2. K. Sawyer, "Earth takes a 'one-two punch' from a 

solar magnetic cloud," Washington Post, 23 January 
1997, p. A1. 

3. R. Showstack, Eos 79, 601 (1998). 
4. D. N. Baker, R. D. Belian, P. R. Higbie, R. W. Klebesadel, 

J. B. Blake, 7. Electrostal 20, 3 (1987). 
5. D. N. Baker, S. Kanekal, J. B. Blake, B. Klecker, G. 

Rostoker, Eos 75, 401 (1994). 
6. Office of the Federal Coordinator, National Space 

Weather Plan {FCM-P31-1997, 1997) (available at 
www.ofcm.gov/nswp-ip/text/cover.htm). 

7. J. E. Dungey, Phys. Rev. Lett. 6, 47 (1961). 
8. N. J. Fox, M. Peredo, B. J. Thompson, Ceophys. Rev. 

Lett. 25, 2461 (1998). 
9. D. F. Webb, E. W. Cliver, N. Gopalswamy, H. S. Hudson, 

O. C. St. Cyr, Ceophys. Res. Lett. 25, 2469 (1998). 
10. L F. Burlaga, in Physics of the Inner Heliosphere, R. 

Schwenn and E. Marsch, Eds. (Springer-Verlag, New 
York, 1991), vol. 2, chap. 6. 

11. L Burlaga et al.J. Ceophys. Res. 103, 277 (1998). 
12. The ISTP program is an international collaboration to 

understand the sun, Earth's space environment, and 
their interaction primarily through the use of space-
borne instruments. In the United States, it is support­
ed by NASA. 

13. M. Nakamura, K. Seki, H. Kawano, T. Obara, T. Mukai, 
Ceophys. Res. Lett. 25, 2529 (1998). 

14. G. Germany et al., Ceophys. Res. Lett. 25, 3043 
(1998). 

15. The POLAR satellite is so called for its mission, to 
image the polar regions of the ionosphere and the 
high-latitude magnetosphere. 

16. E. R. Sanchez, J. P. Thayer, J. D. Kelly, R. A. Doe, 
Ceophys. Res. Lett. 25, 2597 (1998). 

17. G. Lu etal., J. Ceophys. Res. 103, 11685 (1998). 
18. M. G. Henderson et al., Ceophys. Res. Lett. 24, 1167 

(1997). 
19. Geocorona is often used to mean the exosphere, that 

region of Earth's atmosphere where collisions are no 
longer important. It is also the ultraviolet light scat­
tered off the exosphere. 

20. H. Spence, personal communication. 
21. M. F. Thomsen, J. E. Borovsky, D. J. McComas, R. C. 

Elphic, S. Maurice, Ceophys. Res. Lett. 25, 2545 (1998). 
22. MHD is an extension of the compressible fluid dy­

namic (Euler) equations that includes magnetic forc­
es on a neutral ionized fluid. 

23. GEM is a National Science Foundation program fo­
cused on the production of a Global Circulation Mod­
el for the magnetosphere-ionosphere system. 

24. J. Raeder, J. Berchem, M. Ashour-Abdalla, J. Ceophys. 
Res. 103, 14787 (1998). 

25. J. A. Fedder, S. P. Slinker, J. G. LyonJ. Ceophys. Res. 
103, 14799 (1998). 

26. R. M. Winglee, V. O. Papitashvili, D. R. Weimer, J. 
Ceophys. Res. 102, 26961 (1997). 

27. C. C. Goodrich, J. G. Lyon, M. Wiltberger, R. E. Lopez, 
K. Papadapoulos, Ceophys. Res. Lett. 25, 2541 (1998). 

28. P. A. Sweet, in Electromagnetic Phenomena in Cosmi-
cal Physics, B. Lehnert, Ed. (Cambridge Univ. Press, 
New York, 1958), pp. 123-129. 

29. E. N. Parker, 7. Ceophys. Res. 62, 509 (1957). 
30. H. E. Petschek, in AAS/NASA Symposium on the Phys­

ics of Solar Flares, W. N. Ness, Ed. (NASA, Washing­
ton, DC, 1964), pp. 425-431. 

31. M. E. Mandt, R. E. Denton, J. F. Drake, Ceophys. Res. 
Lett. 21 , 73 (1994). Addition of resistivity based on 
kinetic (i.e., collective particle) processes does not 
change this conclusion. 

32. Z. W. Ma and A. Bhattacharjee, Ceophys. Res. Lett. 
23, 1673 (1996). 

33. D. E. Biskamp, E. Schwarz, J. F. Drake, Phys. Plasmas 4, 
1002 (1997). 

34. M. A. Shay and J. F. Drake, Ceophys. Res. Lett. 25, 
3759 (1998). 

35. M. Hesse, K. Schindler, J. Birn, M. Kuznetzova, Phys. 
Plasmas 6, 1781 (1999). 

36. M. Shay, personal communication. 
37. Whistlers are electromagnetic waves in a plasma 

with frequencies that are too fast for the massive 
ions to respond but below the electron gyrofre-
quency. For a discussion, see, for example, W. Baum-
johann and R. A. Treuman [Basic Space Plasma Physics 
(Imperial College Press, London, 1996)]. 

38. J. Birn et a/., J. Ceophys. Res., in press. See also P. 
Pritchett (7. Ceophys. Res., in press), M. Hesse et al. 
{J. Ceophys. Res., in press), M. Shay et al. (J. Ceo­
phys. Res., in press), M. Kuznetzova et al. (J. Ceo­
phys. Res., in press), J. Birn and M. Hesse (7- Ceophys. 
Res., in press), Z. Ma and A. Bhattacharjee (7. Ceo-
phys. Res., in press), and A. Otto (7. Ceophys. Res., in 
press). 

39. G. D. Reeves et al., J. Ceophys. Res. 103, 17559 
(1998). 

40. R. S. Selesnick and J. B. Blake, Ceophys. Res. Lett. 25, 
2553 (1998). 

41 . P. Buhler et al., Ceophys. Res. Lett. 25, 2983 (1998). 
42. X. Li et al., Ceophys. Res. Lett. 25, 2561 (1998). 
43. G. D. Reeves et al., Ceophys. Res. Lett. 25, 3265 

(1998). 
44. X. Li et al., Ceophys. Res. Lett. 20, 2423 (1993). 
45. M. K. Hudson etal., Ceophys. Res. Lett. 22, 291 (1995). 
46. M. K. Hudson et al.J. Ceophys. Res. 102,14087 (1997). 
47. D. N. Baker etal., J. Ceophys. Res. 103,17279 (1998). 
48. D. N. Baker et al., Ceophys. Res. Lett. 25, 2975 

(1998). 
49. S. R. Elkington, M. K. Hudson, A. A. Chan, Ceophys. 

Res. Lett. 26, 3273 (1999). 
50. M. K. Hudson, S. R. Elkington, J. G. Lyon, C. C Good­

rich, Adv. Space Res. 25, 2327 (1999). 
51. M. K. Hudson, S. R. Elkington, J. G. Lyon, C. C. Good­

rich, T. J. Rosenberg, in Sun-Earth Plasma Connec­
tions, vol. 109 of Geophysical Monograph Series, J. L. 
Burch, R. L Carovillano, S. K. Antiochos, Eds. (Amer­
ican Geophysical Union, Washington, DC, 1999), pp. 
171-182. 

52. S. R. Elkington, personal communication. 
53. I would like to thank a reviewer for helpful com­

ments. This work was partially supported by NASA 
and NSF. 

R E V I E W 

Status and Improvements of Coupled 
General Circulation Models 

Hartmut Crassl 

Coupled general circulation models (CGCMs) integrate our knowledge about 
atmospheric and oceanic circulation. Different versions of CGCMs are used to 
provide a better understanding of natural climate variability on interannual 
and decadal time scales, for extended weather forecasting, and for making 
seasonal climate scenario projections. They also help to reconstruct past 
climates, especially abrupt climate change processes. Model intercompari-
sons, new test data (mainly from satellites), more powerful computers, and 
parameterizations of atmospheric and oceanic processes have improved 
CGCM performance to such a degree that the model results are now used by 
many decision-makers, including governments. They are also fundamental for 
the detection and attribution of climate change. 

Numerical models integrate our knowledge of 
certain fields of science, but they can only be as 
good as our understanding of all the processes 
involved. For weather and climate models, 
large-field experiments regarding certain pro­
cesses and continuous monitoring of three-
dimensional (3D) dynamical and thermody-
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namical structure are required to increase un­
derstanding of the variability of the system 
studied. For long-term simulations of global 
climate variability and projections of its future 
changes, a realistic description of all climate 
system components is needed. Thus, a climate 
model simulating decades must contain at 
least a 3D general circulation model (GCM) 
of the global atmosphere coupled to the 3D 
world ocean, including sea ice dynamics and a 
representation of land surface processes (in­

cluding vegetation). Whether the dynamics of 
the terrestrial and marine biosphere as well as 
of the land cryosphere are included depends 
on the time scale to which such a coupled 
model is applied. Here I review the status and 
recent improvements of coupled GCMs 
(CGCMs) that are now not only important for 
policy-making but are used for the evaluation 
of our understanding of many climate pro­
cesses. They are also applied to make predic­
tions of climate anomalies on seasonal time 
scales. Thus, we must continuously evaluate 
and improve the CGCMs we use. 

Historical Development 
The development of atmospheric GCMs 
(AGCMs) for weather forecasting since the 
1950s gives a good example of the growing 
number of processes that need to be included 
and the system parts needed when forecasting 
time scales grow. 

The weather forecasting models based on 
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the barotropic vorticity equation that emerged 
in the early 1950s (I)neglected the ocean and 
all diabatic processes in the atmosphere that 
drive changes in weather. Nevertheless, they 
were able to give useful forecasts up to 48 
hours in advance solely by analyzing the 
often rather realistic shift of decaying high- 
and low-pressure systems that were given as 
input from a mainly surface-based, synoptic, 
in situ meteorological network. In the 1960s, 
larger computers and a growing understand- 
ing of baroclinicity (2) allowed a break-
through to the forecasting of newly develop- 
ing mid-latitude atmospheric disturbances on 
time scales of up to about 3 days. As in the 
1950s. only the dynamics of the atmosphere 
were modeled and diabatic processes were 
largely neglected, but in addition to the sur- 
face network, the models used the soundings 
of the troposphere and lowest stratosphere 
produced by the nearly global radiosonde 
network, as coordinated by the then-new 
World Weather Watch Programme of the 
World Meteorological Organization (WMO). 
From the radio soundings, differential advec- 
tion of temperature and vorticity could be 
derived that determined the development of 
new low-pressure systems. 

The continuous improvement of weather 
forecasting in the past two decades, which now 
~ncludes all major diabatic atmospheric pro- 
cesses and thus also air-sea fluxes of radiation, 
heat, and momentum, has led to useful fore- 
casts of about 8 days in winter. It has also had 
major consequences for climate modeling. 
Those improvements include the following: 

1 )  Coupled atmosphere-ocean models 
such as the ECHAM model of the Max-
Planck-Institute for Meteorology in Ham-
burg, Germany now often use a meteorolog- 
ical forecast center's model dynamical core 
and some parameterizations of subgrid-scale 
processes. 

2)  Through their reanalyses (3, 4), the 
weather forecasting centers provide the most 
consistent validation data sets for coupled 
climate models. 

3)  The breakthrough to predictions of 
seasonal climate anomalies that is already 
operational at several meteorological centers 
( 5 )[especially for areas affected by El Nifio- 
Southern Oscillation (ENSO)] has to a large 
extent bridged the gap between weather fore- 
cast and climate models. because these fore- 
casts combine the integration of nonlinear prog- 
nostic differential equations using initial values 
from observations (as used for weather fore- 
casting) with probabilistic estimates of anom- 
alous weather statistics (climate anomalies). 

4 )  The application of seasonal forecasts 
in the developing and developed countries 
will boost the build-up of a global upper 
ocean observing system and thus will provide 
a long-needed data set for further improve- 
ments of climate models and of ocean GCMs 

(OGCMs), which will have many more ap- 
plications than just being part of a climate 
model. 

Evaluation of CGCMs 
The second assessment report of the Intergov- 
ernmental Panel on Climate Change (IPCC) 
stated in 1996 ( 6 ) ,in an overall assessment of 
global CGCMs with adequate land surface 
representation, that those models were able to 
simulate many aspects of the observed cli- 
mate with a useful level of skill. At that time, 
most models applied ocean surface flux ad- 
justments in order to avoid a drift into unre- 
alistic values of basic climate parameters dur- 
ing long-term simulations, and confidence in 
CGCMs was low. Model evaluation concen- 
trated largely on the CGCM component mod- 
els of the atmosphere, for which the Atmo- 
spheric Model Intercomparison Project, orga- 
nized by the joint Working Group on Numer- 
ical Experimentation of the World Climate 
Research Programme (WCRP) and the Com- 
mission on Atmospheric Sciences of WMO, 
included virtually all AGCMs existing at this 
time. IPCC's Working Group 1 ( 6 ) therefore 
could conclude: "Current atmospheric mod- 
els generally provide a realistic portrayal of 
the phase and amplitude of the seasonal 
march of the large-scale distribution of tem- 
perature, pressure and circulation." It was 
noted, however, that clouds and their season- 
al cycle were not adequately simulated. The 
same was true for precipitation, but because 
almost no observations over oceans were 
available, it could not be assessed, as was the 
case for clouds. 

If CGCMs had the following four capa- 
bilities, there would be greater confidence in 
the use of CGCMs for the projection of future 
climates: (i) Adequate representation of the 
present climate; (ii) reproduction (within typ- 
ical interannual and decadal time-scale cli- 
mate variability) of the changes since the start 
of the instrumental record for a given history 
of external forcings; (iii) reproduction of a 
different climate episode in the past as de- 
rived from paleo climate records for given 
estimates of the history of external forcings; 
and (iv) successful simulation of the gross 
features of an abrupt climate change event 
from the past. 

If a CGCM reproduces the present climate 
[for example, does not show large systematic 
errors in sea surface temperature (SST)], es- 
pecially the seasonal cycle, and does not need 
flux adjustments, it has successfully passed 
step one of the above evaluation but must still 
not be able to project future climate realisti- 
cally for a given forcing. At present, many 
CGCMs, both flux-adjusted and non-flux- 
adjusted, pass step one; that is, they simulate 
mean climate and the annual cycle correctly 
on large scales and approach observed vari- 
ability on time scales up to interannual. 

Some models, when forced by scenarios 
of external parameters for the 20th century, 
reproduce the climate variability of recent 
decades, including the impact of volcanoes 
such as Pinatubo. Step (ii) of the evaluation is 
then passed within typical decadal time-scale 
variability. But the history of solar forcing 
and processes stimulated by solar forcing are 
still insufficiently known to justify more 
model studies. 

The third step in evaluating CGCMs lies in 
simulating a past climate state, preferably one 
rather different from the present one. Such a test 
needs many paleo data of high quality, which 
are available for only a few time slices, such as 
the last glacial maximum (18,000 to 21,000 
years ago) or the warmer period in the Holo- 
cene (roughly 6000 years ago). Although paleo 
data for model evaluation are more abundant 
for the Little Ice Age period of the Northern 
Hemisphere than for any other period in the 
past, this period is not so useful because its 
climate state differed from the present one far 
less than that projected in scenarios until the 
end of the 21st century. In the Paleo Climate 
Model Intercomparison for AGCMs ( 7 ) ,mid-
Holocene (6000 years ago) simulations of 18 
AGCMs at prescribed SSTs captured the 
northward extension and intensification of 
the African Monsoon in the Northern Hemi- 
sphere summer. The warmer-than-present 
conditions in high northern latitudes were 
also reproduced, but the paleo climate data do 
not support the modeled drier interior of 
Northern Eurasia and Northern America, and 
CGCM runs for the mid-Holocene (8)tend to 
intensify the African monsoon further than is 
actually seen. 

The hardest test for a climate model is the 
simulation of an abrupt climate change. With 
the advent of quantitative paleo climate data, 
mainly the high temporal isotopic compositions 
of ice cores and sediments (9),t h s  test came 
within reach. Because integrations of high-res- 
olution CGCMs with gnd sizes of about 100 
km consume too much computer time, only 
models of intermediate complexity have been 
used for such tests until now. These models 
recently partially passed such a test. In addition, 
their components have to be tested by high- 
resolution component modules. In the ideal 
case, deposits with a yearly time resolution such 
as tree rings, lake varves, coral reefs, and ice 
cores would constitute the validation database 
for the evaluation of CGCMs under steps (iii) 
and (iv) above because isotope ratios in these 
deposits might even give us patterns that reveal 
circulation anomalies such as El Nifio or the 
North Atlantic Oscillation. Therefore, a small 
group of scientists from both the climatological 
and the isotope community has started to en- 
hance the Global Precipitation Network for Iso- 
topes in Precipitation (GNIP), existing since 
1961, to find locations that are especially 
suited to detect circulation anomalies and to 
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help to better transfer isotope information 
into climate parameters and vice versa (10). 

Two climate processes have been consid- 
ered in particular that lead to abrupt climate 
change: A major rearrangement of the global 
thermohaline ocean circulation and the trans- 
formation of tropical and subtropical dry sa- 
vannahs into deserts or even a hyperarid 
zone, now called the Sahara. 

Improved Understanding of Climate 
Variability or Change 
Cold Januarys and wet Julys are manifesta- 
tions of climate variability that is driven by 
the nonlinear coupling of system components 
with strongly differing reaction times. The 
two most important interactions for climate 
variability on time scales of weeks to many 
centuries are ocean-atmosphere and soil-
vegetation-atmosphere interactions. Although 
the first has been investigated intensively for 
years and coupled climate models are often 
abbreviated as AOGMCs, parameterization 
of the land surface processes remained com- 
parably simple in most of these models. Only 
recently did a more sophisticated treatment of 
soil water content and the reaction of vege- 
tation cover to changed meteorological pa- 
rameters become central research topics in 
the debate over climate variability and 
change (11). 

Thermohaline ocean circulation. At present, 
a major part of the water in the ocean interior 
had its last contact with the atmosphere up to 
hundreds of years ago in the Greenland-
Iceland-Norwegian seas or the Labrador Sea. 
The high salinity of North Atlantic water and 
the cooling near the edge of the sea ice in 
winter and early spring lead to deep sub- 
sidence of dense surface waters. These waters 
then form North Atlantic Deep Water 
(NADW), a major portion of the global 
ocean. NADW reaches all ocean basins as 
part of the global ocean conveyor belt. In 
climate history, several events in which this 
deep convection was stopped abruptly (as 
revealed from ice cores and deep sea sedi- 
ments) are known (12), and the strong climate 
shifts associated with it are documented for 
the North Atlantic region and beyond. Up to 
now, modeling of these events has generally 
been performed with coupled models of in- 
termediate complexity (13, 14)  that have 
been calibrated in their system component 
modules by higher-resolution AGCMs and 
OGCMs. The harder test of a higher-resolu- 
tion fully coupled model (a CGCM) is still 
not available. Whether current models of in- 
termediate complexity can model abrupt cli- 
mate change is answered by (1.5) with a 
partial yes: "The necessary physics are in 
these models and allow for thresholds and 
switches of the thermo-haline circulation. 
However, their location on the hysteresis now 
and in the past and the likely evolution in the 

future are unknown because we do not know 
whether there are additional stabilizing or 
destabilizing processes that we must take into 
account." 

The strong interest in thermohaline circu- 
lation changes in the past arose with the 
observation in CGCM runs that deep water 
formation in the high-latitude North Atlantic 
would shrink or even stop if there were an 
enhanced greenhouse effect in the atmo-
sphere (16). However, a mechanism not in- 
cluded in these models may dampen the en- 
tire discussion (17). Because most CGCMs 
used so far for such long-term integrations do 
not reproduce ENSOs as well as (1 7), mainly 
because of higher spatial resolution (0.5" lat- 
itude) in the tropics, the earlier studies under- 
estimate increased evaporation in the tropical 
Atlantic for more El Niiio-like events in the 
transient climate change runs, and thus also 
underestimate surface salinity in the Atlantic. 
Increased computing power may help solve 
this climate change research problem. 

Positive vegetation feedback. Vegetation 
strongly modifies surface energy fluxes as 
compared to bare soil. Thus, it has the poten- 
tial to strongly influence regional and global 
climate. Models of intermediate complexity 
have recently been used (13) in which vege- 
tation is interactively modifying local, re-
gional, and global climate. 

One of the main results is a general en- 
hancement of the monsoons during the warm- 
er part of the Holocene about 6000 years ago, 
underlining the positive feedback of vegeta- 
tion and explaining, for example, the dry 
savannah area in what is now the Sahara 
desert simply as the result of radiative forcing 
due to higher insolation in the Northern 
Hemisphere summer as compared to present 
conditions. Also, the interaction between earth 
orbital parameters, ocean, and vegetation can 
explain strong high northern latitude warm- 
ing in the Eemian interglacial about 125,000 
years ago (13). The main reason for the pos- 
itive feedback of vegetation is the drastic 
surface albedo change of up to 50% during 
the snow-covered period of the year when 
tundra is replaced by taiga, as well as snow 
cover lasting into high-insolation springtime 
at these latitudes. 

Projections of Global Climate Change 
A realistic projection of future climate would 
need as input a scenario of anticipated human 
behavior in order to get realistic time series of 
emissions into the atmosphere and of land use 
changes as forcings of a CGCM. These time 
series ought to contain changes caused by 
human reactions to discussions about climate 
change and later to emerging climate change, 
as these feed back to emissions and land use 
patterns. The projections of 2 1st-century cli- 
mate given in the scientific literature and the 
assessments thereof by IPCC ( 6 )  cannot 

come close to this goal because most existing 
emission scenarios apply either rather crude 
extrapolations [for example, a 1% increase of 
equivalent CO, concentration per year (com- 
bining the effect of all anthropogenic green- 
house gases)] or CO, concentration curves 
determined by choosing a climate manage- 
ment goal, such as that stipulated in the Unit- 
ed Nations Framework Convention on Cli-
mate Change [for example, 550 parts per 
million by volume (ppmv) CO,, not to be 
exceeded in the 21st century]. However, 
many relevant questions can be addressed by 
mere climate modeling, such as the sensitiv- 
ity of the climate system to a given forcing, 
whether high-latitude areas will experience a 
doubled or even greater warming as com-
pared to the global average, how precipita- 
tion-the most important climate parameter 
for most societies-will change, or whether 
sea level rise will accelerate. 

The Coupled Model Intercomparison 
Project (CMIP) has helped to assess the per- 
formance of about 20 coupled models (la),  
giving a more reliable range of answers than 
was known for IPCC's second assessment 
report (6). 

Many CGCMs now show ENS0 events; 
that is, the irregular, interannual climate 
variability originating in the tropical Pacif- 
ic, the more so if run with higher latitudinal 
resolution in the tropics (19). This lends 
more credibility to models used for projec- 
tions of climate change because model vari- 
ability approaches observed climate vari- 
ability on seasonal-to-decadal time scales 
(20) that is mainly due to ocean-air inter- 
action. However, because nearly all the 
models run without variable solar and vol- 
canic forcing, they should not yet fully 
reach observed variability on time scales of 
up to decades. On the other hand, low 
model variability would give high probabil- 
ities for the detection of anthropogenic cli- 
mate change too early. 

The sensitivity of model equilibrium to an 
external forcing cannot be derived from a 
century time scale CGCM run because the 
full adaptation of the global ocean to such a 
forcing takes up to several millennia. There- 
fore, sensitivity is still derived from so-called 
equilibrium mixed layer models, in which an 
atmospheric GCM is reacting to doubled CO, 
concentration and only an ocean mixed layer 
model fully reacting over decades is coupled 
to the model atmosphere. In 1999, Le Treut 
and McAvaney (21) reconsidered 10 such 
model combinations and found an average 
warming of 3.3 ? 0.8 K and a precipitation 
increase of 6.3 +- 3.6% for a doubled con- 
centration of CO, (2 X CO,). Compared to 
IPCC's second assessment report (6), mean 
temperature sensitivity decreased slightly 
from 3.8 K (for 17 models) to 3.3 K (for 10 
models). Therefore, it is unlikely that this 
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estimate will change greatly in the upcoming 
third assessment report of IPCC. The large 
range can only be reduced substantially if 
two questions are answered: How strong is 
the water vapor feedback on average? Will 
clouds, that cool on average now, give up part 
of this cooling and thus amplify the warming 
or will they damp? The answer is subject to 
better observations of the 3D distribution of 
liquid water, ice, and water vapor that could 
come only from new satellite sensors (22). 
Support for the large mean temperature reac- 
tion of about 3 K to 2 X CO, in model 
projections of future climate comes from an- 
other type of model experiment. Mixed layer 
ocean models coupled to atmospheric models 
for the last glacial maximum need a 2 X CO, 
sensitivity of about 3 K to bring ocean sur- 
face temperatures near the ones derived from 
paleo information (7). 

There is, as already mentioned, agreement 
on increased mean global precipitation if the 
surface of the water planet Earth warms. 
However, of greater importance are the ques- 
tions of where precipitation falls, at what rate, 
and when. An increased precipitation rate 
over many land areas is a general CGCM 
result, as is more precipitation in high north- 
em latitudes and the inner tropics. An in- 
creased precipitation intensity and longer 
time periods without precipitation are of ma- 
jor consequence for many rural societies not 
only because they depend on rain-fed agricul- 
ture but also because the infrastructure pro- 
tecting them against flash floods is often 
weak. In one model (23), the return period 
(the time needed on average for another ex- 
treme event of the same magnitude) for the 
present-day 20-year extreme of daily precip- 
itation would shrink nearly everywhere and 
could reach 10 years over North America in a 
2 X CO, climate. 

If climate change were reducing the vari- 
ability of precipitation and temperature, a 
mean global warming at the surface as the 
consequence of an enhanced greenhouse ef- 
fect would not intimidate many people. Be- 
cause variability changes are more important 
than shifts in mean values, the width and the 
shape of probability distribution functions 
must be assessed in climate change scenarios. 
As Fig. 1 shows, even a stable shape of the 
distribution function must cause new ex-
tremes on one side when the mean value 
shifts. Because our infrastmcture is normally 
not adapted to these new extremes, dikes and 
dams could break more often. However, if the 
distribution function broadens-that is, the 
standard deviation grows-even more new 
investment in better infrastmcture would be 
needed, and so-called natural disasters such 
as flooding and drought would more often be 
human-made. For precipitation, most models 
(6, 21, 24)  and observations show a broad- 
ening of the distribution function, leading to 

more frequent major precipitation events. Be- 
cause most impact studies (for example, 
those treating agricultural yield) do not in- 
clude a changed precipitation rate distribution 
that is shifted to more extreme single events 
with nearly none or a moderate increase in 
total amount, they need to be repeated. 

We also still have to wait for answers to 
the following questions on weather extremes 
in a changed climate: Will northern mid- 
latitude storms intensify, and how will their 
main tracks shift? Will tornadoes and thun- 
derstorms become less frequent but more vi- 
olent or vice versa? Will tropical cyclones be 
less frequent but more intense if the ocean 
surface warms in the tropics? 

Regional Modeling 
The highest spatial resolution of CGCMs is 
still coarse at present (2100 km), and many 
small-scale processes will remain unresolved 
for many years to come. Thus impact studies, 
especially in areas with strongly varying to- 
pography or a mix of surface types, are ham- 
pered. Therefore, regionalization of global 
model data via empirical-statistical, statistical- 
dynamical, and dynamical downscaling (25) 
will not only be necessary but will become 
even more important with the growing reli- 
ability of global models. Regionalization of 
climate anomaly predictions and of climate 
change projections is now in a stage of rapid 
development because CGCMs have im-
proved and more downscaling methods are 
available. A major push in this context has 
been reanalyses by the major numerical 
weather prediction centers (3, 4 )  because 
they allow the consistent empirical-statistical, 
statistical-dynamical, or dynamical down-
scaling of large-scale variables to local sur- 
face variables. These regression relations or 
imbedded regional climate models can then 
be used for the regionalization of global cli- 
mate change projections that is needed to 
derive a certain more localized impact. If 
these strongly differing local or regional vari- 
ables under a changing climate are used to 
run an impact model, we have created added 
value by regionalization. 

An impressive example of the possibilities 
that regionalization of GCM results opens up 
was recently given (26). Statistical downscal- 
ing was used to convert large-scale circula- 
tion parameters from the global European 
Centre for Medium Range Weather Forecast- 
ing (ECMWF) reanalysis (4) into local me- 
teorological variables in a Scandinavian moun- 
tain area. The resulting parameter values 
compared well with local observations. Then 
these local variables were derived again, but 
from a 10,000-year run of an AGCM coupled 
to a mixed layer ocean, and were fed into a 
glacier model simulating the mass balance 
and length of several glaciers over thousands 
of years. The conclusion of this study is, as 

demonstrated in Fig. 2, that the length varia- 
tions of the Nigaardsbreen and Rhone-
Gletscher glaciers were outside the internal 
variability range only for the recent major 
retreat since 1850. But all fluctuations, in- 
cluding those during the Little Ice Age in 
Europe, as partly recorded for the two gla-
ciers mentioned, were not significantly dif- 
ferent from mere natural internal climate 
variability. 

Detection of Change and Attribution 
to Causes 
The detection of climate change caused by 
a certain external forcing factor is made 
difficult by large internal variability. Al-
though detection only requires that ob-
served changes be significantly above nat- 
ural variability, ideally attribution should 
be the result of careful experimentation, 
including variable forcing histories. A less 
demanding minimum requirement for attri- 
bution is to show that the observed change 
in patterns and seasonal cycles is repro- 
duced in CGCMs given all forcings. De- 
spite numerous statistical detection studies 
available until 1995 that only evaluated 
observed temperature time series and a few 
studies using CGCMs together with finger- 
print methods, the second assessment re-
port by IPCC ( 6 )  could only conclude that 
"the balance of evidence suggests a dis-
cernible human influence on global cli-
mate." The main reasons for this "soft" 
statement were, first, an inadequate history 
of the forcing by volcanoes, the sun, and 
anthropogenic aerosols needed to drive cli- 
mate models; second, lack of thorough as- 
sessment of modeled climate variability on 
time scales up to several decades; third, 
gaps in long-term global observations of 

Fig. 1. Schematic representation of changes in 
the frequency distribution of a meteorological 
parameter caused by climate change. Even if 
the distribution (variability) does not change at 
time t,, new weather extremes must be ob- 
served on one side (hatched portion). If vari- 
ability increases, as observed for precipitation, 
rare earlier events become much more frequent 
and many more new extremes wil l  be observed 
(double-hatched portion). 
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key climate parameter time series; and 
fourth, the wide span of climate system 
sensitivity estimates of responses to exter- 
nal forcing. The rare application of the 
optimal fingerprint method (25), which de- 
tects patterns of change that are due to a 
certain influencing factor, also contributed 
to the cautious statement. 

Has the situation changed? The answer is 
yes because improved data and methods can 
be reported now: 

1) CGCMs have been run with forcings 
by solar and volcanic variability (27), differ- 
ent greenhouse gases, and sulfate aerosols. 
All results point to an anthropogenic contri- 
bution, especially in the latter part of the 20th 
century. 

2) Both paleoclimatic reconstructions of 
the past millennium and new estimates of 
climate variability in CGCMs show that the 
observed average warning in the 20th centu- 
ry is significantly above natural variability 
(20, 28). 

3) Several studies applying fingerprinting 
with both fixed and time-dependent multiple 
signal patterns (29) to CGCM runs with nat- 
ural plus anthropogenic forcings conclude 
that only the combined action of greenhouse 
gases and tropospheric sulfate aerosols can 
explain the observed record, especially dur- 
ing the recent decades. -

Obviously, the uncertainties surrounding 
the detection of climate change and the attri- 
bution of the observed change to certain forc- 
ings have shrunk since 1995. 

Remaining Uncertainties 
Understanding of the evolution of a complex 
system will always be incomplete, especially 
if the system shows large state changes 
caused by minor shifts of external forcing or 
small internal fluctuations. Earth's climate 
has experienced such changes in recent his- 
tory (during the past few million years), 
which were to a large extent stimulated by 
small changes in Earth's orbit around the sun 
that were mainly caused by the neighboring 
large planets Jupiter and Saturn (30). Con- 
cerning rapid changes-that is, state transi- 
tions within decades or centuries, called bi- 
furcations in mathematics-we know of sev- 
eral events of one type (cessation of NADW 
formation, caused by freshwater pulses enter- 
ing the northern North Atlantic from melting 
or surging of ice sheets), and we have our- 
selves inadvertently started and then tried to 
stop another one: stratospheric ozone deple- 
tion by catalytic chemical reactions involving 
the chlorine freed from chlorofluorocarbons 
when dissociated by solar ultraviolet radia- 
tion in the stratosphere (29). The observed 
depletion of ozone has caused a cooling of 
the lower stratosphere that has repercussions 
for the debate on warming caused by in- 
creased greenhouse gas concentrations (30). 

For both abrupt climate change process- 
es we have at least a qualitative understand- 
ing, [that is, we can model the principal 
features of the events (31) or processes], 
but concerning NADW formation, we do 
not know how near we are to such an event 
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Fig. 2. Observed and simulated fluctuations of the Nigaardsbreen (A) and Rhone-Cletscher (B) 
glaciers. Only the first 2000 years of simulated glacier length fluctuations that are due solely t o  
internal climate variability are shown. The glacier model was driven by downscaled CCCM output. 

or whether we are driving toward it (32). 
Another major uncertainty lies in the broad 
range still given for climate sensitivity to 
long-wave radiative forcing by increasing 
greenhouse gas concentrations in the atmo- 
sphere. I see no indication that the next IPCC 
assessment will strongly reduce the range 
given in 1996 ( 6 ) :that the full reaction of the 
climate system to a doubling of CO, (from 
300 to 600 ppmv) will lie between a 1.5 and 
4.5 K increase in global mean near-surface air 
temperature. Unless we have measurements 
of the vertical profiles of liquid water, ice, 
and aerosols in the atmosphere, we will not 
be able to improve cloud parameterizations 
used in CGCMs to such a degree that a 
significantly smaller range would emerge. 
We mav see better CGCM simulations due to 
strongly improved cloud parameterizations in 
about 5 years when new satellite sensors will 
allow profiling in the atmosphere (22). How- 
ever, if one looks at the response of CGCMs 
to a transient forcing, differences between 
models are smaller. 

A further major uncertainty remains the 
substantiation of the indirect aerosol effect on 
clouds in models (33); that is, the change in 
optical and precipitation properties of clouds 
caused by a changed spectrum of cloud con- 
densation nuclei. This indirect effect is main- 
ly due to the emission of precursor gases such 
as sulphur dioxide (SO,), nitrogen oxides 
(NO + NO,), ammonia (NH,), and hydrocar- 
bons, which are transformed chemically into 
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Fig. 3. An "old" simulation of the indirect aero- 
sol effect (here, cloud albedo change) from 
1978 (34), including both the Twomey effect 
(higher albedo caused by more cloud droplets 
at unchanged liquid water content) and in-
creased absorption by soot. The transition from 
a marine low-level water cloud (C5) t o  a con- 
tinental one (Cl)  can lead t o  lower albedo at  
increasing geometrical or optical depth because 
of increased absorption. Not  yet  included in 
CCCM runs, increased absorption could strong- 
ly reduce the overall indirect aerosol effect, 
largely depending on the amount of soot and 
how soot absorbs in clouds. 
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small aerosol particles that grow by coagula- 
tion into the cloud condensation nucleus 
range. But directly emitted black carbon 
(soot) part~cles and other carbonaceous parti- 
cles that absorb solar radiation are also im- 
portant (34). Typical shifts from maritime to 
continental water clouds ( 3 3 ,which mimic a 
pollution effect (Fig. 3), could reduce cloud 
albedo for clouds exceeding a vertical extent 
of about a kilometer, counteracting the cloud 
albedo increase for less thick clouds. 

Looking at global climate evolution 
from a very long-term perspective. it is 
surprising that despite major glaciations, an 
Earth mostly without continental ice sheets, 
a sun with increasing luminosity, and a 
10-fold variation in atmospheric CO, con-
tent mean surface temuerature has re-
mained in comparably narrow bounds of 
about I t 5  K as compared to the present 
mean. We need to understand the negative 
feedback that stabilizes climate and thus 
keeps Earth a living planet. 

Outlook 
In about a decade, coupled atmosphere-
ocean-land models (CGCMs) assimilating 
near-real-time data from the global observing 
system (including the ocean interior) will (i) 
predict the probability of certain climate 
anomalies, to the extent possible, for many 
regions over season(s), year(s), and possibly 
even a decade; (ii) allow the attribution of a 
large part of observed climate variability and 
change to natural andlor anthropogenic caus- 
es; (iii) project future climate more realisti- 
cally and thus allow better regional projec- 
tions of climate change impacts; and (iv) be a 
firmer basis for Earth system models that 
describe the feedbacks of societies to cli- 
mate anomaly predictions and emerging cli- 
mate change patterns. 

The improvement process for climate 
models that is needed for such applications 
will continue as it rests on pillars needed for 
other purposes. These pillars. roughly or-
dered according to their strength, are: 

1) More and as well as more precise glob- 
al obsen7ations of the comoosition. thermo- 
dynamic structure, and dynamics of the atmo- 
sphere as well as of ocean and land surface 
parameters through satellite remote sensing, 
partly offsetting the often shrinking in situ 
network. These data sets (36) are ideal for 
model evaluation and will soon also allow the 
testing of climate model performance in an 
event-based mode, not only for time averages. 

2 )  Improved parameterizations of physi- 
cal and chemical processes in the atmosphere 
and at the global surface, especially for 
clouds and vegetation. Examples of where we 
need strong improvements are in determining 
mean cloud albedo as a function of the 
amount of liquid water or ice in a model grid 
volume, depending on aerosol type and load- 

ing, and determining evapotranspiration from 
a mixture of surface types in complex terrain. 

3) The growth of computing power by 
about an order of magnitude every 6 years, if 
current trends continue. More oceanic and 
atmospheric processes will thus become re- 
solved and need no longer be parameterized. 

4) Assimilation of all, including asynop- 
tic, observations into forecast or climate 
models that not only assign values to grid 
points without nearby observations and dis- 
card observations exceeding prescribed error 
limits but also create a physically consistent 
starting field for a forecast or a validation 
data set for a climate model. This holds for 
land surfaces, the atmosphere, the upper 
ocean, and the cryosphere. 

5) More sophisticated numerical tech-
niques that need less computer time despite 
improved descriptions of advection and dif- 
fusion, thereby not requiring 16 times more 
computing power if the grid size is halved, 
but only about 10 times more. 

CGCMs will become a primary tool de- 
livering policy-relevant information to 
many types of decision-makers, including 
governments. We scientists should create 
networks of climate research centers across 
national borders and intensify cooperation 
with operational weather and climate forecast- 
ing centers in order to accelerate progress in 
understanding the functioning of the Earth 
system and to better exploit the possibilities 
for disaster prevention and management. The 
existing Global Change Research Pro-
grammes (35) need not only to cooperate, as 
they do already to a large extent, but they 
need the infrastructure to do so effectively. 
This cooperation and networking would fa- 
cilitate worldwide dissemination of informa- 
tion and foster further progress. 
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Is EL Niiio Changing? 
ALexey V. Fedorov and S. George Philander 

Recent advances in observational and theoretical studies of E l  Nifio have 
shed light on controversies concerning the possible effect of global warm- 
ing on this phenomenon over the past few decades and in  the future. E l  
Nifio is now understood t o  be one phase of a natural mode of oscillation- 
La Nifia is the complementary phase-that results from unstable interac- 
tions between the tropical Pacific Ocean and the atmosphere. Random 
disturbances maintain this neutrally stable mode, whose properties de- 
pend on the background (time-averaged) climate state. Apparent changes 
in  the properties of E l  Nifio could reflect the importance of random 
disturbances, but they could also be a consequence of decadal variations 
of the background state. The possibility that global warming is affecting 
those variations cannot be excluded. 

The two most intense El Niiio episodes in 
more than a century occurred during the past 
two decades, in 1982 and 1997. Whether 
these exceptional warnings of the eastern 
tropical Pacific Ocean and the associated 
changes in global weather patterns were man- 
ifestations of global warming and how the 
continual rise in the atmospheric concentra- 
tion of greenhouse gases will affect El Niiio 
in the future are issues currently being debat- 
ed. The disagreements mainly concern the 
causes of the irregularities in the continual 
climate fluctuation, the Southern Oscillation, 
between complementary El Niiio and La Niiia 
states. This natural mode of oscillation, at- 
tributable to ocean-atmosphere interactions in 
which the winds create sea surface tempera- 
ture gradients that in turn reinforce the winds, 
plus negative feedbacks involving the dy- 
namical response of the oceans to changes in 
the winds, is neutrally stable, so that random 
disturbances contribute to its irregularities. 
Other causes for variations in the properties 
of this mode (and more generally of a spec- 
trum of possible modes including those in- 
volved in the seasonal cycle) include changes 
in the background climate state, which is 
described by factors such as the intensity of 
the time-averaged trade winds, T, and the 
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spatially averaged depth of the thermocline, 
H. Changes in that state can explain why El 
Niiio has different properties in paleo-
records from different times and why it 
appears to be changing gradually in re-
sponse to the decadal fluctuation that mod- 
ulates the background state in records for 
the past century. That fluctuation, which 
brought relatively weak trade winds and 
unusually warm surface waters to the east- 
ern equatorial Pacific in the late 1970s, is 
of uncertain origin, but it could be under 
the influence of global warming. Different 
climate models differ in their assessment of 
how that warming will affect El Niiio be- 
cause they reproduce different background 
states for the future. 

Atmospheric Aspects 
The Southern Oscillation, the dominant sig- 
nal in Fig. lA, shows sea surface tempera- 
ture variations as measured on the equator 
to the west of the Galapagos Islands. (The 
seasonal cycle and higher frequency varia- 
tions are filtered out.) Figure 1, B and C, 
depicts conditions at the peaks of particu- 
larly intense El Niiio and La Niiia episodes. 
Such changes in sea surface temperature 
have a profound effect on climate through- 
out the tropics because, in low latitudes, the 
correlation between sea surface tempera- 
ture and rainfall patterns is almost perfect: 

Moist air rises spontaneously into cumulus 
towers over the warmest regions, which 
therefore have plentiful rainfall; aloft, the 
air that has been drained of its moisture 
diverges from these regions and subsides 
over the colder regions that get little pre- 
cipitation. Surface winds, the trades in the 
case of the Pacific, restore moisture to the 
air by means of evaporation while returning 
it to the warmest regions. These direct ther- 
mal circulations are controlled bv surface 
temperatures, so changes such as those in 
Fig. 1 substantially alter rainfall, winds, 
and other atmospheric variables. 

During La NEa, the trade winds are intense, 
and heavy rains fall mainly over the far western 
tropical Pacific; during El Niiio, the winds relax 
and the heavy rains move eastward, so that the 
coastal zones of Ecuador and Peru have severe 
floods, whereas New Guinea and Indonesia 
experience relatively dry conditions. The ex- 
panse of warm waters in the Pacific during El 
NEo is so vast and causes such a huge increase 
in evaporation from the ocean (and hence in the 
release of latent heat in the atmosphere when 
the water vapor condenses to form clouds) that 
weather patterns are affected globally. Numer- 
ical models of the atmosphere that are used to 
predict the weather (those with forecast skills 
that are limited to a few days at most) are 
capable of reproducing realistically and deter- 
ministically the atmospheric aspects of the 
Southern Oscillation over extended periods of 
several decades, provided that the observed sea 
surface temperature variations of the tropical 
Pacific are specified as boundary conditions. 
(Calculations in which the boundary conditions 
correspond to the climatological seasonal cy- 
cle fail to simulate the Southern Oscillation.) 
This means that it is possible to predict cer- 
tain time-averaged atmospheric conditions 
indefinitely into the future, provided that we 
know how sea surface temperatures will vary 
(1, 2). From an atmospheric perspective, the 
problem appears to be oceanographic. 
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