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energy of acoustic free oscillations will be in 
part transfered to the resonant modes of seis- 
mic free oscillations to amplify the latter 
amplitudes. This amplification should depend 
critically on how close the resonant frequen- 
cies are between the solid Earth and the 
atmosphere. The eigenfrequencies of acoustic 
modes are sensitive to the acoustic structure 
of the atmosphere (12), which varies annually 
(19). The above difference between ,S,, and 
other modes suggests that this annual varia- 
tion of the acoustic structure more precisely 
tunes the resonant frequencies of acoustic 
modes to those of seismic modes in the sum- 
mer of the Northern Hemisphere. We may 
alternatively attribute the annual variation of 
the oscillations to the variation of the source 
height, to which the excitation of coupled 
modes is sensitive. Thus, the observed phe- 
nomena are best explained by the atmospher- 
ic excitation hypothesis, although other pos- 
sibilities, such as disturbances of oceanic or- 
igin, cannot be ruled out. 

The phenomenon of the background free 
oscillations represents the hum of the solid 
Earth, which we found to be resonant with the 
hum of the atmosphere through the two fre- 
quency windows. The excitation source of 
the hum may be at lowest part of the convec- 
tive zone of the troposphere, so that it is also 
responsible for the hum of the atmosphere. 
The hum in the resonant windows is louder 
and shows a greater annual variation. The 
phenomenon can be understood only if the 
two systems of the solid Earth and atmo- 
sphere are viewed as a coupled system. 
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Simulation of Early 20th 

Century Global Warming 


Thomas 1. Delworth* and Thomas R. Knutson 

The observed global warming of the past century occurred primarily in two 
distinct 20-year periods, from 1925 to 1944 and from 1978 to the present. 
Although the latter warming is often attributed to a human-induced increase 
of greenhouse gases, causes of the earlier warming are less clear because this 
period precedes the time of strongest increases in human-induced greenhouse 
gas (radiative) forcing. Results from a set of six integrations of a coupled 
ocean-atmosphere climate model suggest that the warming of the early 20th 
century could have resulted from a combination of human-induced radiative 
forcing and an unusually large realization of internal multidecadal variability of 
the coupled ocean-atmosphere system. This conclusion is dependent on the 
model's climate sensitivity, internal variability, and the specification of the 
time-varying human-induced radiative forcing. 

Confidence in the ability of climate models to 
make credible projections of future climate 
change is influenced by their ability to repro- 
duce the observed climate variations of the 
20th century, including the global warmings 
in both the early and latter parts of the cen- 
tury (1).Several climate models accurately 
simulate the global warming of the late 20th 
century when the radiative effects of increas- 
ing levels of human-induced greenhouse gas- 
es (GHGs) and sulfate aerosols are taken into 
account (2-4). However, the warming in the 
early part of the century has not been well 
simulated using these two climate forcings 
alone. Factors which could contribute to the 
early 20th century warming include increas- 
ing GHG concentrations, changing solar and 
volcanic activity (4-6), and internal variabil- 
ity of the coupled ocean-atmosphere system. 
The relative importance of each of these fac- 
tors is not well known. 

Here, we examine results from a set of 
five integrations of a coupled ocean-atmo- 
sphere model forced with estimates of the 
time-varying concentrations of GHGs and 
sulfate aerosols over the period 1865 to the 
present, along with a sixth (control) integra- 
tion with constant levels of greenhouse gases 
and no sulfate aerosols. In one of the five 
GHG-plus-sulfate integrations, the time se-

Geophysical Fluid Dynamics Laboratoly (GFDL)/Na-

ries of global mean surface air temperature 
provides a remarkable match to the observed 
record, including the global warmings of both 
the early (1925-1944) and latter (1978 to the 
present) parts of the century. Further, the 
simulated spatial pattern of warming in the 
early 20th century is broadly similar to the 
observed pattern of warming. Thus, we dem- 
onstrate that an early 20th century warming, 
with a spatial and temporal structure similar 
to the observational record, can arise from a 
combination of internal variability of the cou- 
pled ocean-atmosphere system and human- 
induced radiative forcing from GHG and sul- 
fate aerosols. These results suggest a possible 
mechanism for the observed early 20th cen- 
tury warming. 

The coupled ocean-atmosphere model that 
was used, developed at the GFDL, is higher 
in spatial resolution than an earlier version 
used in many previous studies of climate 
variability and change (7, 8), but it employs 
similar physics. The coupled model is global 
in domain and consists of general circulation 
models of the atmosphere (R30 resolution, 
corresponding to 3.75' longitude by 2.25' 
latitude, with 14 vertical levels) and ocean 
(1,875" longitude by 2.25" latitude, with 18 
vertical levels). The model atmosphere and 
ocean communicate through fluxes of heat, 
water, and momentum at the air-sea interface. 
Flux adjustments are used to facilitate the 
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The first integration is a 1000-year control 
case, with no year-to-year variations in exter- 
nal radiative forcing. After a small initial 
climate drift over the first 100 years, the 
coupled model is very stable for the remain- 
ing 900 years of the integration. In the other 
five integrations, an estimate of the observed 
time-varying concentrations of GHGs plus 
sulfate aerosols (9-11) is used to force the 
model over the period 1865-2000. The radi- 
ative perturbations associated with sulfate 
aerosols are modeled as prescribed changes 
in the surface albedo. The latter five integra- 
tions are identical in experimental design, 
with the exception of the initial conditions, 
which were selected from widely separated 
times in the control integration after the first 
100 years. These integrations have previously 
been used to assess regional trends in ob- 
served surface temperature over the latter half 
of the 20th century (12). 

Time series of annual mean, global mean 
surface temwrature are constructed from both 
observations (13) and the model integrations 
using surface air temperature over land and 
sea-surface temperature (SST) over the ocean. 
The surface temperature time series from the 
five GHG-plus-sulfate integrations (Fig. 1A) 
show an increase over the last century, which 
is broadly consistent with the observations. 
The individual runs, denoted as experiments 
1 through 5, form a spread around the obser- 
vations, indicating the internal variability in- 
herent in the model. 

One of the integrations (experiment 3, 
shown in Fig. 1B) shows a remarkable simi- 
larity to the observed record, including the 
amplitude and timing of the warming in the 
early 20th century. Because the model in- 
cludes no forcine from interdecadal varia- w 

tions of volcanic emissions or solar irradi- 
ance, this suggests that the observed early 
20th century warming could have resulted 
from a combination of human-induced in- 
creases of atmospheric GHGs and sulfate 
aerosols, along with internal variability of the 
ocean-atmosphere system. 

Given that a combination of internal vari- 
ability and GHG and sulfate aerosol radiative 
forcing is able to produce a simulated early 
20th century warming similar to that of the 
observed record, we can assess how likely 
such an occurrence is in the model. We first 
note that over the period 1910-1944, the 
linear trend in observed temperature is 0.53 K 
per 35 years, whereas the trend in the five- 
member ensemble mean is 0.21 K per 35 
years; the difference between the two is 0.32 
K per 35 years. We wish to evaluate the 
likelihood that the trend from a single real- 
ization of this model (such as experiment 3) 
would exceed the ensemble mean by 0.32 K 
per 35 years (as is the case for the observa- 
tions). Using information from the long con- 
trol integration (14), we estimate that such a 

difference between a single realization and an 
independent five-member ensemble mean oc- 
curs approximately 4.8% of the time, demon- 
strating that although the 19 10-1 944 trend is 
a relatively rare occurrence for this model, it 
is still withii the range of possibilities. 

We now assess whether internal variabil- 
ity alone can account for the observed early 
20th century warming, or if the radiative 
forcing from increasing concentrations of 
GHGs is also necessary. Over the period 
1910-1944 (which encompasses the warm- 
ing of the 1920s and 1930s), there is a linear 
trend of 0.53 K per 35 years in observed 
global mean temperature. If internal variabil- 
ity alone can explain this warming, compara- 
ble trends should exist in the control run. 
Linear trends were computed over all possi- 
ble 35-year periods, using the last 900 years 
of the control run (i.e., years 101-135, 102- 
136, . . ., 966-1000). For each 35-year seg- 
ment, the time-varying distribution of ob- 
served data over the period 1910-1944 was 
used to select the model locations for calcu- 
lating the global mean. The maximum trend 
in any 35-year period of the control run is 
0.50 K per 35 years. This suggests that in- 
ternal model variability alone is unable to 
explain the observed early 20th century 
warming. 

In terms of regional structure, the ob- 
served early 20th century warming shows a 
pronounced maximum at higher latitudes of 
the Northern Hemisphere (Fig. 2, top left). A 
similar warming at high latitudes of the 
Northern Hemisphere is also seen in experi- 
ment 3 (Fig. 2, top right), thereby lending 
credibility to the possibility that the model 
warming arises from physical processes sim- 
ilar to those important for the observed 

warming. The four other GHG-plus-sulfate 
experiments show a range of variability in the 
early part of the record, illustrating the inter- 
nal variability of the model. Interestingly, a 
warming at high latitudes of the Northern 
Hemisphere is seen in the late 1800s of ex- 
periment 1, illustrating that aspects of the 
warming seen in the 1920s and 1930s of 
experiment 3 occur at other times. Also no- 
table is the pronounced high northern latitude 
cooling in the 1920s and 1930s that occurs in 
experiment 5. A more general warming oc- 
curs over the last several decades in all the 
experiments and in the observations, suggest- 
ing a robust forced response of the climate 
system during this period to increasing con- 
centrations of GHGs (2-4). 

The spatial pattern associated with the 
early 20th century warming is further evalu- 
ated by computing linear trends over the pe- 
riod 1910-1944 at each grid point for both 
the available observations and experiment 3 
(Fig. 3). For the observations, the warming is 
largest in the Atlantic and North American 
regions. Although the ensemble mean trend 
(Fig. 3B) shows a more spatially homoge- 
neous pattern of warming (as expected from 
ensemble averaging), the pattern from exper- 
iment 3 (Fig. 3C) bears a considerable resem- 
blance to the observed trend. There are rela- 
tively large regional differences, however, in 
the northwestern North Atlantic. We can 
evaluate the degree to which the observed 
local temperature trends are consistent with 
the local temperature trends of the ensemble 
mean, taking into account the internal vari- 
ability of the model. Using a local t test, the 
gray shading in Fig. 3D denotes regions 
where the observed and simulated trends are 
consistent, whereas color shading denotes re- 
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Fig. 1. (A) Time series of 
global mean surface temper- 
ature from the observations 
(heavy black line) and the 
five model experiments (var- 
ious colored lines). Surface 
air temperature is used over 
land, while SST is used over 
the oceans. Units (in K) are 
expressed as deviations from 
the period 1880-1920. In con- 
structing the global means 
for the model, the model 
outp-ut is sampled only for 
times and locations where 
observational data are avail- 
able. (B) Same as (A), except 
that only one of the model 
results (experiment 3) is 
shown. 
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gions where the observed and simulated trends 
are significantlydifferent at the P = 0.10 level 
according to the local t test (15). By this mea-
sure, the differences in the trends over the 
northwestern Atlantic are not statistically sig-
nificant. However, the observed warming in the 
tropical and subtropical Atlantic is significantly 
underestimated by the model. 

Additional characteristics of the simulated 
warming for which no comparable direct ob-
servationsare available can also be evaluated. 
The ensemble mean model output was time-
averaged over the period 1921-1944, and 
then subtracted from the 1921-1944 time-
mean of experiment 3. These differences de-
note the characteristics of the internal vari-

ability associated with the 1920s and 1930s 
warming in experiment 3. The warming was 
largest in the high-latitude North Atlantic, 
and the Nordic and Barents Seas. The upper 
oceans in these regions were characterizedby 
increased temperature, salinity, and density, 
along with reduced sea-ice cover which ex-
tended into the Arctic. The reduction in sea-

60s ' n I 
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Fig. 2. Zonal mean anomalies of surface temperature (in K) for the plotted at the endingyear of the 10-year period. For the modeloutput, only 
observations (upper left panel) and the five model experiments. Prior to  times and locations for which there were observational data were used 
plotting, all values were subjectedt o  a 10-year low-pass filter; values are in the calculations. Anomalies are relative t o  the 1961-1990 climatology. 
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ice cover reduced near-surface albedos and 
appeared to play a role in increasing the 
radiative forcing of the surface. 

The increased upper ocean density in the 
high latitudes of the North Atlantic is associated 
with an enhanced thermohaline circulation 
(THC) (22% larger than the ensemble mean of 
14.3 Sv over the period 1921-1944; 1 Sv = lo6 
m3 s-I). The enhanced THC appears to play a 
role in the warming through an increased me- 
ridional transport of heat and an increased 
ocean-to-atmosphere heat flux. Additional anal- 
yses suggest that the enhanced THC is at least 
partially attributable to a persistent positive 
phase of the model-simulated North Atlantic 
Oscillation (NAO) from approximately 19 10 to 
1950, peaking in the late 1920s. This aspect of 
the simulated NAO resembles the observed 
NAO (16) and associated wind changes (17). 
Many of the above features are seen in typical 
realizations of multidecadal climate variations 
linking the Arctic and North Atlantic in the 
control simulation. They also resemble previ- 
ously documented (18) variability in a lower 
resolution version of this coupled model, as 
well as available results from the instrumental 
record (19, 20) and proxy reconstructions (21) 
of the climate record. 

Several important caveats must be consid- 
ered when interpreting the results of this 
study. First, the model has a cold bias in the 

climate of the North Atlantic, leading to more 
sea ice than is observed in that region. Sec- 
ond, the simulated standard deviation of SST 
anomalies is larger in some parts of the North 
Atlantic than has been observed. The combi- 
nation of these factors may lead, through 
ice-albedo feedback, to multidecadal vari- 
ability which is larger than that of the real 
climate system, thereby influencing the inter- 
pretation of the above results. To shed light 
on this, analyses similar to those above (14) 
were conducted on an additional 500-year 
control integration, using a version of the 
model in which the sea-ice bias in the North 
Atlantic was reduced through an altered ini- 
tialization procedure. In -2.3% of the cases 
for that integration, the difference between a 
single 35-year segment and the mean of five 
other 35-year segments exceeded 0.32, there- 
by indicating a reduced likelihood (2.3%) of 
a single integration capturing the early 20th 
century warming compared with the primary 
model employed for this study (4.8%). 

From a different perspective, a recent study 
(22) concluded that the high-latitude variability 
in a model can be rather dependent on the 
sea-ice model used. Unfortunately, the short- 
ness of the instrumental record, particularly at 
high latitudes, makes the evaluation of model 
variability on multidecadal time scales extreme- 
ly difficult. It is, therefore, of paramount impor- 

tance to further develop and augment the instru- 
mental and proxy records of climate variability 
on decadal to centennial time scales, as well as 
to improve modeling capabilities. 

The results of this study depend on the 
climate sensitivity of the model, defined as 
the equilibrium temperature response to a 
doubling of atmospheric CO,. If the climate 
sensitivity were smaller, then one would need 
either larger internal variability or additional 
radiative forcings to capture the early 20th 
century warming. The climate sensitivity of 
this model is approximately 3.4 K, which is 
in the upper half of the 1.5 to 4.5 K range 
cited by the Intergovernmental Panel on Cli- 
mate Change (23). In addition, the ensemble 
mean warming simulated by the GFDL mod- 
el over the period 1945-1995 is larger than 
some other coupled models (24, 25). 

A recent comprehensive study (4) of the 
simulated climate of the 20th century sug- 
gested that there could be some contribution 
of solar forcing to the warming in the early 
part of the 20th century, but its quantification 
is problematic. Additional work (26) showed 
that detecting a solar influence in the early 
20th century depends on which solar forcing 
reconstruction is used. Because the integra- 
tions used here do not contain interdecadal 
variations of volcanic or solar forcing, we can 
make no assessment of the potential contri- 

Fig. 3. (A) Linear trends of surface temperature (expressed as K per 100 
years) over the period 1910-1944 for the available observations; (B) 
Same as (A) except for the five-member ensemble mean of the coupled 
model simulations; (C) Same as (B) but for experiment 3 only; (D) Result 
of a Local t test comparing the ensemble mean trend and the observed 
trend over the period 1910-1944. Gray shading denotes regions where 
the ensemble mean trend is consistent with the observed trend when 

one takes into account the internal variability of the coupled system as 
computed from the long control integration. Color shaded (nongray) 
regions denote an inconsistency [i.e., that the ensemble mean trend and 
observed trend are significantly different at the P = 0.10 Level according 
to a two-sided two-sample t test ( IS) ] ;  this occurs for 27% of the total 
area for which there is sufficient observational data. The colored shading 
has the same units as (A). 
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bution of those forcings to the warming of the 
early 20th century. However, these results do 
suggest that attempts to extract the response 
to solar forcing by correlating estimates of 
solar forcing with the observed temperature 
record can be misleading. Although some 
estimates of solar forcing do correlate with 
the observed record, they also correlate well 
with our experiment 3. 

If the simulated variability and model re- 
sponse to radiative forcing are realistic, our 
results demonstrate that the combination of 
GHG forcing, sulfate aerosols, and internal 
variability could have produced the early 
20th century warming, although to do so 
would take an unusually large realization of 
internal variability. A more likely scenario 
for interpretation of the observed warming of 
the early 20th century might be a smaller (and 
therefore more likely) realization of internal 
variability coupled with additional external 
radiative forcings. Additional experiments with 
solar and volcanic forcing, as well as with 
improved estimates of the direct and indirect 
effects of sulfate aerosols, will help to further 
constrain the causes of the early 20th century 
warming. Our results demonstrate the funda-
mental need to perform ensembles of climate 
simulations in order to better delineate the un-
certainties of climate change simulations asso- 
ciated with internal variability of the coupled 
ocean-atmosphere system. 
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Rapid Extinction of the Moas 
(Aves: Dinornithiformes): 

Model, Test, and Implications 
R. N. ~oldawayl*and C. JacombZ 

A Leslie matrix population model supported by carbon-14 dating of early 
occupation layers lacking rnoa remains suggests that human hunting and hab- 
i tat destruction drove the 11species of rnoa t o  extinction less than 100years 
after Polynesian settlement o f  New Zealand. The rapid extinction contrasts with 
models that envisage several centuries o f  exploitation. 

All 11 species of the large (20 to 250 kg) 
flightless birds known as moas (Aves: Dinor- 
nithifomes) survived until the arrival of 
Polynesian colonists in New Zealand (1). 
Abundant remains of moas in early archaeo- 
logical sites show that the birds were major 
items of diet immediately after colonization 
(2-5). Indeed, the presence of rnoa remains 
was formerly used to characterize the earliest 
or "Archaic" period of human occupation in 
New Zealand [the "Moa-hunter" period (3, 
6 ) ] .Polynesian hunting and habitat destruc- 
tion were responsible for the extinction of all 
species of rnoa some time before European 
contact began in the late 18th century (1-4, 
7). Sites from the later, "Classic" Maori pe- 
riod lack evidence of rnoa exploitation. The 
Classic period is characterized by earthwork 
fortifications (the Maori term for which is pa) 
and occupation deposits indicating reliance 
on fish, shellfish, and plants for food. 
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Current interpretations of rnoa extinction 
implicitly or explicitly require a period of 
several hundred years of gradual population 
attrition by hunting and habitat loss: this is 
the orthodox model (2, 3. 5). The moa-hunt- 
ing period has been estimated to have lasted 
some 600 years, peaking 650 to 700 years 
before the present (yr B.P.) and ending about 
400 yr B.P. (2, 3). Anderson (2) estimated the 
duration of rnoa hunting from a radiocarbon 
chronology of rnoa hunting sites and from 
rnoa population parameters based on extant 
ratites and African bovids. It is difficult to 
estimate the time of rnoa extinction from a 
series of dates on rnoa bones and from rnoa 
hunting sites, because confidence intervals 
for calibrated ages are greater than those for 
conventional radiocarbon ages (8).and addi- 
tional dates could be younger than the pres- 
ently perceived limit. 

Reassessment of some major archaeolog- 
ical sites has suggested that moas were be- 
coming scarce by the end of the 14th century 
(9, 10). The earliest settlement sites date from 
the late 13th century (II),  not the 10th or 1 lth 
century as previously thought (5). A later date 
for first settlement would imply that rnoa 
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