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The motion of individual cesium atoms trapped inside an optical resonator is 
revealed with the atom-cavity microscope (ACM). A single atom moving within 
the resonator generates large variations in the transmission of a weak probe 
laser, which are recorded in real time. An inversion algorithm then allows 
individual atom trajectories t o  be reconstructed from the record of cavity 
transmission and reveals single atoms bound in orbit by the mechanical forces 
associated with single photons. In these initial experiments, the ACM yields 
2-micrometer spatial resolution in a 10-microsecond time interval. Over the 
duration of the observation, the sensitivity is near the standard quantum limit 
for sensing the motion of a cesium atom. 

We report a type of measurement capability 
that achieves continuous position measurement 
by using an optical cavity to enhance the sen- 
sitivity for atomic detection while achieving 
high spatial resolution. In this case, the signal- 
to-noise (S/N) ratio Rc for atomic detection 
within the cavity becomes Rc - Ro <F, where 
R, is the S/N ratio for sensing the presence of 
the atom with absorption cross section a within 
the resolution area A, R, -a (At is the 
measurement time and T is the minimum 
allowed interval between successive absorp- 
tion events) (I, 2), and F is the cavity finesse 
(roughly the number of intracavity photon 
round trips during the cavity decay time) (3, 
4). With low-loss dielectric coatings deposit- 
ed on superpolished substrates, the cavity 
finesse F can be quite large, with the record 
value for a Fabry-Perot cavity being F = 
1.9 X 1 O6 (5),  thereby suggesting potentially 
large gains in sensitivity for sensing motion 
within the cavity (6). 

Improving sensitivity by placing a sample 
inside a high-quality optical cavity is in and 
of itself a well-known technique, with imple- 
mentations ranging from multipass absorp- 
tion cells to high-finesse optical cavities (7- 
9). However, these experiments most often in- 
volve a concomitant loss in spatial resolution 
[with (resolution 6 r  = fi) - (cavity waist 
w,) >> (wavelength A)] and have usually 
detected changes of cavity transmission 
caused by ensembles of atoms or molecules. 

In contrast, real-time modifications in cavity 
transmission wrought by single atoms within an 
optical cavity have been observed within the 
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setting of cavity quantum electrodynamics 
(cavity QED), beginning in 1996 (10) and in 
several subsequent experiments (11-15). In 
fact, cavity transmission modified by a factor of 
lo2 associated with the 80-ys passage of a 
single atom through a Fabry-Perot cavity was 
reported in (11). To translate this high sensitiv- 
ity for atomic detection into a capability for 
atomic microscopy requires achieving 6r  < w, 
for motion within the cavity, attainable by tradi 
ing back a fraction of the gain associated with 
large F for increased spatial resolution. 

Toward this end, consider a cavity of 
length 1 driven by an input probe laser, with 
the transmitted light detected to generate a 
photocurrent,+as shown in Fig. 1. The intra- 
cavity field E(3') is E0$(F1)t, with cavity 
polarization vector Z and spatially varying 
mode function $(PI) = cos(2~xlA)exp 
[-(y2 + z2)/w;] for -(1/2) < x < 112. An 
atom falling into the cavity modifies E,; 
examples of the resulting variation are dis- 
played in Fig. 2 for k = IEOl2 5 1 photon 
mean field strength. Because the large chang- 
es in m(t) evident in Fig. 2 are caused by the 
motion 3(t) of a single atom within the cavity 

mode, spatial resolution 6 r  < wo can be 
achieved if the association between m(t) and 
3(t) can be quantified. 

In fact, the quantum master equation (16) 
describing the radiative interaction between 
atom and cavity field allows Eo to be calculated 
for any atomic position. Knowledge of Eo in 
hun enables deduction of the total field trans- 
mitted by the cavity and thence of the photocur- 
rent generated by measuring this transmitted 
field. We developed an algorithm that inverts 
this chain of deduction-namely, we infer the 
position 3 of a single atom within the cavity 
mode from the recorded photocurrent, albeit 
with some caveats. We can then use the cavity 
field as a microscope to track atomic motion in 
real time, with spatial resolution 6r  - 2 ym 
attained in time 6t - 10 ys. These capabilities 
realize a form of time-resolved microscopy- 
the atom-cavity microscope (ACM). 

Cavity quantum electrodynamics. Our 
work was carried out within the setting of cav- 
ity QED for which a single atom is strongly 
coupled to the electromagnetic field of a high- 
finesse (optical or microwave) cavity (16, 17). 
Here, the interaction energy between atom and 
cavity field is given by hKr), where g(3) = 
go$@ and h is Planck's constant divided by 
27r. In a regime of strong coupling, the rate go 
that characterizes the interaction of an atom 
with the cavity field for a single photon can 
dominate the dissipative rates for atomic spon- 
taneous emission y and cavity decay K. Explic- 
itly, 2g0 is the Rabi frequency for the oscillatory 
exchange of a single quantum between atom 
and cavity field, with go~o = (V,,lVC)'", where 
-rO = 1/2y is the atomic lifetime, Vc is the 
cavity mode volume Vc = ( ~ 1 4 ) 4 l ,  and Vo 
is the "radiative" volume Vo = a m o  (where 
c is the speed of light). For strong coupling 
(go >> K, y), the number of photons re- 
quired to saturate an intracavity atom no - 
y2/& << 1 and the number of atoms re- 
quired to have an appreciable effect on the 
intracavity field No - ~ y / &  << 1, thereby 
enabling the observations of Fig. 2. 

These observations should be viewed within 
the context of important laboratory advances 
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Fig. 1. Experimental 
schematic. Cesium at- 
oms are captured in a 
magneto-optical trap 
(MOT) and dropped 
through a high-finesse 
optical cavity. A sin- 
gle atom (green ar- 
row) transiting the cav- 
ity mode substantially 
alters the measured 
transmission of a probe 
beam through the 
cavity. 
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that demonstrate the effect of strong coupling 
on the internal degrees of freedom of an atomic 
dipole coupled to the quantized cavity field, 
including the realization of diverse new phe- 
nomena such as the creation of nonclassical 
states of the radiation field (18-20). However, 
until now, the consequences of strong coupling 
for the external, atomic center-of-mass (CM) 
motion with kinetic energy Ek have remained 
largely unexplored experimentally (11, 12, 14). 
The seminal work of (21, 22) and numerous 
analyses since then (23-27) have made it clear 
that a rich set of phenomena should arise from 
the interaction of the mechanical motion of 
atoms with a quantized light field. In the regime 
of strong coupling for both the internal and 
external degrees of freedom,g, >> (EkM, y, K), 

a single quantum is sufficient to profoundly 
alter the atomic CM motion, as shown, for 
example, in (27). 

Following this theme, our experiment rep- 
resents the observation of a single atom 
trapped by an intracavity field with 6 -- 1 
photon mean field strength. Such trapping is 
possible because the coherent coupling ener- 
gy fig, - 5.3 mK is larger than the atomic 
kinetic energy Ek = 0.46 mK for the cold 
atoms that fall into the cavity (Fig. 1). 

Moreover, beyond providing single-quan- 
turn forces sufficient to trap atoms, strong cou- 
pling also enables real-time detection by way of 
the light emerging from the cavity (10-15), 
although actual atomic trajectories have not 

Fig. 2. (A and B) Examples 
of atom transits, that is, 
cavity transmission as a 
function of time as an 
atom passes through the 
cavity field. Red traces 
show atoms trapped with 
the triggering method de- 
scribed. with f i  = 1 ~ h o -  
ton mean field stre;-gth 
and with the dashed line 
at the level ii,. For com- 
parison, an untriggered 
(untrapped) atom transit 
is shown in black. For 
these traces, A ,,J2.rr = 
- 125 MHz an8~,,/2n = 
-47 MHz. (C and D) The- 
oretical simulation of 
atom transits for the 
same A,,,, and A,,. Shot 
noise and technical noise 
were added to the trans- 
mission signals, shown in 
red. Other traces show 
the 3D motion of the 
atom. Motion along x, the 
standing-wave direction, 
was multiplied by 10 to 
be visible on the plot. The 
atom is very tightly con- 
fined in x until rapid heat- 
ing in this direction caus- 
es the atom to escape. 

been previously extracted. Stated more quanti- 
tatively, the ability to sense atomic motion 
within an optical cavity by way of the transmit- 
ted field can be characterized by the optical 
information I = a(g2$t/~) - df, which 
roughly speaking is the number of  photons 
collected as signal in time At with efficiency a 
as an atom transits between a region of optimal 
coupling go and one with gO << g,. When I = 
3 X lo4 for At = 30 p as in Fig. 2, atomic 
motion through the spatially varying cavity 
mode leads to variations in the transmitted field 
that can be recorded with high S/N ratio. 

Atom trapping at the single-photon lev- 
el. Relative to earlier work in cavity QED 
with cold atoms, we demonstrate a mecha- 
nism for trapping an atom within the cavity 
(12), rather than settling for a single transit 
through the mode waist (10, 11, 13-15). 
However, we emphasize at the outset that the 
operation of the ACM is not restricted to this 
particular trapping mechanism. The functions 
of trapping and sensing within the cavity 
mode can be separated, both in theory and in 
practice, as, for example, by way of the di- 
pole-force trap of (15). 

The conceptual basis for our scheme is il- 
lustrated in Fig. 3A and involves trapping with 
single quanta in cavity QED. Displayed is the 
energy-level diagram for the eigenstates of the 
coupled atom-cavity system (that is, the Jayneb 
Curnrnings ladder of dressed states). We focus 
first on the spatial dependence of the energies 
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Tzp,(p) for the first excited states I?) of the 
atomcavity system along the radial direction 
p = m, for optimal standing-wave 
position xo [such that cos(2nxdA) = 11 and 
neglecting dissipation. The ground state of the 
atom-cavity system is la, 0); the atom is in its 
ground state a and there are no photons in the 
cavity. For weak or no coupling, the first two 
excited states are that of one photon in the 
cavty and the atom in the ground state, la, l), 
and of he atom in ~e exci$eb sthfe e wiiki no 
photons in the cavity, le, 0). These two states 
are separated by an energy hA,, where A, = 
oCavity - oatom is the detuning between the 
"bare" (uncoupled) atom and cavity resonances. 
As an atom enters the cavity along p, it encoun- 
ters the spatially varying mode of the cavity 
field and hence a spatially varying interaction 
energy figO. The bare states map via this cou- 
pling to the dressed states I+) shown in Fig. 
3A, with energies P, = (oatOm+crl,,,,,)/2 + 
[ g 0 2  + (A34)]ln. Our interest is m the state 
I-). The spatial dependence of the energy 
fip-@) represents a pseudopotential well that 
can be selectively populated by our choice of 
the strength and frequency o,,, = oatom + 
A,,, of an external driving field, thereby en- 
abling an atom with kinetic energy Ek << &, 
to be trapped. 

As discussed in more detail in the theory 
section below, Fig. 3B shows one example of 
the effective potential U@) that results from this 
trapping mechanism, which involves contribu- 
tions from the higher lying levels shown in Fig. 
3A, as well as 'the state I -). Displayed are both 
the radial and axial dependencies U(p, xo) and 
U(0,x) (that is, perpendicular to and along the 
cavity axis, where x, is an antinode of the 
standing wave). The depth of the potential 
U, -- 2.3 mK is greater than the initial kinetic 
energy of atoms in our experiment, E, -- 0.46 
rnK, thereby enabling an atom to be- trapped 
within the cavity mode. The perturbing effect of 
gravity on this potential is negligible. 

Also shown in Fig. 3B are the heating rates 
(mean rates of energy increase) dE(p,xo)ldt and 
dE(0,x)ldt along the radial and axial directions, 
with dEldt related to the momentum diffusion 
coefficient D by dEldt = Dlm, where m is the 
atomic mass of cesium. Near a field antinode 
(for example, x = O), the random or diffusive 
component of the motion arising from dEldt on 
experimental time scales of -50 IJ.S is on the 
whole much smaller than that associated with 
conservative motion in the potential U. Thus, 
we expect a predominantly orbital motion with- 
in the cavity mode with a smaller (but nonneg- 
ligible) diffusive component. 

For comparison with the well-established 
theory of laser cooling and trapping in free 
space (28), Fig. 3B also displays in dashed 
lines the corresponding potential V(T) and 
heating rate &(T)ldt derived in the absence 
of the cavity, but for the same beam geometry 
and the same peak field strength (29). Al- 

25 FEBRUARY 2000 VOL 287 SCIENCE www.sciencemag.org 



R E S E A R C H  A R T I C L E S  

though the free-space potential V(i) is simi- 
lar to the cavity QED potential U(i), suggest- 
ing that trapping could be achieved without 
the cavity [as, for example, in the pioneering 
experiments with optical lattices (30-32)], in 
fact, in the axial direction, the free-space heat- 
ing rate &/dt is much greater than the c o k -  
sponding cavity QED quantity dEldt. Indeed, 
the trapping time for an atom in the freespace 
setting would be more than 10-fold less than the 
observations of Fig. 2, so short that the atom 
would not even make one orbit before being 
heated out of the potential well. 

We emphasize that the comparison in Fig. 
3 is made for the same oeak electric field- 
the cavity is not simply a convenient means 
for increasing the electric field for a given 
incident drive strength. Rather, there are pro- 
found differences between the standard theo- 
ry of laser cooling and trapping and its ex- 
tension into the domain of cavity QED in a 
regime of strong coupling. At root is the 
distinction between the nonlinear response of 
an atom in free space and one strongly cou- 
pled to an optical cavity. In the latter case, it 
is the composite response of the atom-cavity 
system illustrated in Fig. 3A that must be 
considered, as is described by the correspond- 
ing one-atom master equation in cavity QED. 
That this full quantum treatment of the atom- 
cavity system is required has been experimen- 
tally confirmed by way of measurements of the 
nonlinear susceptibility for the coupled system 
in a setting close to that used here (11-13). 

A second and critically important point of 
distinction between the current work and tra- 
ditional laser cooling and trapping in free 
space (28) relates to the ability to sense atom- 
ic motion in real time with high SIN ratios. 
We stress that this is not simply a matter of a 
practical advantage, but a fundamental im- 
provement beyond what is possible by way of 
alternate detection strategies demonstrated to 
date [such as absorption (1,2) or fluorescence 
(33-35) for single atoms and molecules]. An 
estimate of this enhanced capability is given 
by the ratio RJR, >> 1, or alternatively by 
way of the optical information rate NAt - 
1 09/s, which in the current work is the largest 
value yet achieved in optical physics. 

Apparatus and protocol. A cloud of cesi- 
um atoms was collected in a magneto-optical 
trap MOT (28)], cooled to a temperature of 
-20 pK and then released, all in a vacuum . 
chamber at t o r  (Fig. 1). With initial mean 
velocity V - 4 c d s ,  the cold atoms then fell 3 
mm toward an optical resonator (cavity) (36) 
and reached velocity v - 24 c d s .  Even with 
lo4 atoms initially, only one or two atoms 
crossed the standing-wave mode of the cavity 
each time the MOT was dropped (37) (green 
arrows, Fig. 1). 

We trapped an atom by driving the cavity 
with a weak circularly polarized probe laser at a 
frequency o,,, - p- (0) [corresponding to 

P(F) for , m i m u m  coupling, gO = go] and 
intracavity photon number ii, = 0.05 to provide 
small, off-resonant excitation of the empty cav- 
ity. With reasonable probability, a fallkg atom 
will be channeled by the resulting (shallow) 
potential Up(?) toward regions of high coupling, 
resulting in a corresponding increase in probe 
transmission as p- comes into resonance with 
o,,, in the fashion illustrated in Fig. 3A (11). 
When gO exceeded some predetermined 
threshold g,, we switched the probe power up to 
a level ii, = 0.3 2 0.05 intracavity photons to 
create a deep confining potential U(i) around 
the atom, thus trapping it (12). (We denote by ii 
the photon number for the empty cavity and by 
6 the corresponding quantity with an atom 
present; these quantities are directly proportion- 
al to the detected transmission signal.) The 
transmission was measured by heterodyne de- 
tection at 100-kHz bandwidth and digitized at 1 
MHz, with an overall efficiency a = 25% to 
detect an intracavity photon. 

The probe transmission recorded by way of 
this protocol for two individual atom transits is 
displayed in Fig. 2, A and B. At time = 0, atom 
detection triggered the increase ii, + ii, to catch 
the atom. The cavity transmissiin w& highest 
(with 6 - 1) when the atom was near the center 
of the cavity. The observed oscillations in f i  
resulted from modifications in cavity transmis- 
sion as the atom moved within the cavity mode. 
We emphasize that the corresponding quantum 
state is a bound state of atom and cavity. The 
situation is analogous to a molecule for which 
two atoms share an electron to form a bound 
state with a lower energy than two free atoms. 
Here a "molecule" of one atom and the cavity 
field is formed through the sharing of one pho- 
ton excitation on average, thereby binding the 

atomic CM motion. Our atom-cavity molecule 
only exists while an excitation is present, with 
decay set by K, because K > y. To compensate 
for this decay-induced destruction of the atom- 
cavity molecule, the probe field continuously 
drove the cavity to repeatedly recreate the 
bound state before'the atom had a chance to 
escape. When the atom eventually did leave the 
cavity mode, transmission returned to ii,. 

To demonstrate the strong effect of the trig- 
gering-trapping strategy, Fig. 2A also shows an 
atom transit (black trace) recorded with a drive 
strength of ii = 0.3 and no triggering. In this 
case, atoms fell through Up) with an average 
transit time of 74 ks. In contrast, the triggering 
protocol described above extended this average 
to 340 ps, in good agreement with theoretical 
simulations for both the mean and distribution 
of trap times. Indeed, many individual atom 
transits lasted much longer (the maximum ob- 
served time was 1.9 ms). Single atoms have 
recently been trapped with a lifetime of 28 ms 
in a regime of strong coupling by way of a 
classical dipole-force trap (15) but not with a 
quantum field at the single-photon level (38). 

A striking feature of the traces in Fig. 2 
are the oscillations in atom-cavity transmis- 
sion. As illustrated in Fig. 2, C and D, our 
numerical simulations show that these oscil- 
lations arise from elliptical atomic orbits in 
planes perpendicular to the cavity axis. From 
the simulations discussed below, we find that 
motion along the cavity axis x is tightly 
confined to a region 6x - 2 50 nm due to the 
steepness of U(x) (39). 

Theory and numerical simulations. Be- 
yond the intuitive picture of trapping with the 
lower components of the dressed states as 
discussed in connection with Fig. 3, we car- 

Fig. 3. (A) The energy- A . 
a level diagram for the cou- 
a -1 pled atom-cavity system, 

as a function of the at- 1e,2 )A 
om's radial position p. 
When the atom is near l a , 3 h  -30 -20 -10 0 10 20 30 
the cavity center, driving ' ' 
at frequency o, populates 
the state I-) to trap the 
atom. Here o(,,,-, ) - 
~,probe,cavi~ ,atom) of t h i  1'9' 

text. (B) Effective poten- 
tials U(7) (blue) and heat- la*2 w - 
ing rates d ~ ( i ) / d t  (red) in 
the radial (first and sec- I .  \ 

-30 -20 -10 0 10 20 30 
Radial position p (pm) 
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ried out extensive analytical and numerical 
simulations of atomic motion for the param- 
eters of our experiment, following the basic 
model of (23). As is the case for motion of an 
atom in a free-space standing wave (40, 41), 
there is a separation of time scales between 
the internal (atomic dipole + cavity field) 
degrees of freedom and the external atomic 
CM motion. The effective potential U(T) pre- 
sented in Fig. 3 is determined by integration 
of the expectation value of the force operator: 

with (6, it) as the annihilation and creation 
operators for photons in the cavity field and 6, 
as the raising and lowering operators for atomic 
excitation. There are also nonconservative (ve- 
locity-dependent) and random (diffusive) forces 
that act on the atom and are described by ma- 
trices a@ and 9 0 ,  respectively. The noncon- 
servative forces may include cooling such as 
the Sisyphus cooling mechanism discussed in 
(24). The diffusive forces have a component 
due to "recoil kicks" from spontaneous emis- 
sion that is the dominant contribution for the 
radial motion and a reactive component due to 
fluctuations of the atomic dipole that is substan- 
tial for motion along the direction of the optical 
standing wave. All of the contributions to the 
atomic CM motion are strongly position depen- 
dent. For example, the reactive component of 
90 depends on the square of the gradient of 
the coupling &) as well as the atomic internal 
state at ?, so that this contribution to 90 is 
strongly suppressed around the antinodes of the 
standing wave. The separation of time scales in 
the problem means that all of the quantities 
{UO, a@, 9 0 )  may be evaluated by solving 
the steady-state quantum master equation for 
the internal degrees of freedom alone (42, 43). 
Hence, the local atom-field coupling g o ,  probe 

parameters @,,,, A,,,,), and detuning 4, 
suffice to determine the various forces on the 
atom at ?. 

The motion of an atom in the cavity may 
be simulated by means of a system of Lan- 
gevin equations for the position and momen- 
tum j of the atom: 

where B is such that a ( ? )  = B(T)BT(?)12 
and the vector Z(t) is made up of noises of zero 
mean that are delta-correlated in time (44). 
These equations allow us to investigate the 
statistics of the length of .time atoms spend in 
the cavity and the characteristics of atomic os- 
cillation in the optical potential as discussed 
below, as well as the characteristics of the 
heating processes. The ensemble of these tra- 
jectories provides information about the corre- 
lation between the motional dynamics and the 
cavity field state (38), which in turn forms 
the basis of the reconstruction algorithm for 
the atomic motion discussed below. In the ex- 
perimental regime, spontaneous emission will 
lead to a coherence length of the quantum 
mechanical state of motion that is small com- 
pared with the length scales of the variation of 
the coupling g@, and as a result, individual 
trajectories of such simulations may be tenta- 
tivelv identified with the random motion of the 
mean position and momentum of a localized 
atomic wave packet. 

The simulations as well as observations (39) 
indicate that the motion along the cavity axis x 
is tightly confined (for example, to a region 
6x - 250 nm from the simulations) because of 
the steepness of U(x). However, as shown in 

Fig. 4. Oscillation pe- 300 
riod as. a function of 
amplitude from (A) ex- 
perimental and (B) sim- 
ulated atom transits, 
for the parameters of 
Fig. 38. Calculated I D  
oscillation in the an- 100 
harmonic effective po- .............. 
tential (inset) is shown 
by the blue curve, with 0 
no adjustable parame- 3 0 0.2 0.4 0.6 0.8 1 .o 
ters. In simulated data, 300 
note the separation of 
data points by angular 
momentum; lowest an- 200 
gular momentum tran- 
sits (blue) most closely 
follow the 1 D model. 

100 

Fig. 2, C and D, ultimately the atom does 
escape because of a "burst" of heating along the 
cavity axis that occurs over a time less than 
the orbital period. This dominant loss mecha- 
nism appears repeatedly in the simulations over 
a wide range of operating parameters. The mech- 
anism for this heating is the very steep growth 
of the diffusion constant away from the anti- 
node. Once an atom is heated sufficiently to 
leave the antinode to which it was initially 
confined, it is very rarely recaptured in another 
antinode but rather escapes the cavity altogeth- 
er, because the Sisyphus-type mechanisms (24) 
for cooling are ineffective in the current setting 
(as confirmed in our simulations). 

Validation of U(p). Restricting our atten- 
tion then to motion in transverse (y, z) + (p, 8) 
planes, we can investigate the validity of our 
model for the effective potential U(p) by com- 
paring the predicted and observed oscillation 
frequencies. Oscillations with a short period (P, 
in Fig. 2A) have a smaller amplitude than those 
of longer period (PI in Fig. 2A) because of the 
anharmonicity of our approximately Gaussian- 
shaped potential U(p); large-amplitude oscilla- 
tions are expected to have a longer period than 
nearly harmonic oscillations at the bottom of 
the well. The data in Fig. 4A reveal this anhar- 
monicity. Plotted is the period P versus the 
amplitude A for individual oscillations, where 
A = 2[(H1 + HJ12 - Hc]l(Hl + H,), with 
parameters {HI, H,, Hc} indicated in Fig. 2B. 
The blue curve is calculated for motion in the 
effective potential U(p) shown in the inset to 
Fig. 4A; the comparison is absolute with no 
adjustable parameters. 

We also present in Fig. 4B similar results 
for A versus P from our numerical simulations 
(for the same parameters as Fig. 4A). This plot 
reveals the relative importance of different 
mechanisms that cause deviations from the one- 
dimensional (ID), conservative-force model. 
To this end, we select from the simulation 
points corresponding to atoms with low angular 
momentum about the center of the cavity, that 
is, those that pass close to the center of the 
potential (p = 0) and therefore have close to a 
ID trajectory. As expected, these points (shown 
in blue in Fig. 4B) fall closest to the curve given 
by the 1D potential U(p). The green points in 
Fig. 4B have larger angular momentum, come- 
spondiig to atoms in more circular orbits. The 
presence of this separation by angular momen- 
tum in the simulation indicates that fiction and 
momentum diffusion, which tend to invalidate 
the conservative-force model, have a relatively 
small effect on the motion, as is evident from 
the plots of U(i) and dE Oldt in Fig. 3B. The 
spread in observed angular momenta is con- 
strained by our triggering conditions-the po- 
tential is switched up only when an atom reach- 
es a position near the center of the cavity mode, 
so that the measured trajectories tend to be in a 
regime of tight binding. The wider spread in the 
data of Fig. 4A relative to Fig. 4B comes from 
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experimental noise (present in Fig. 4A but not 
added to Fig. 4B), with both shot noise and 
technical noise contributing substantially. We 
made comparisons as in Fig. 4 for several data 
sets with varying values of {@, ,,,, A,,,,J, 
A,,, it} with the same conclusions. 

Reconstruction of atomic orbits. Our un- 
derstanding of atomic motion in the effective 
potential U(p) (including confirmation that mo- 
tion in the standing-wave direction is minimal) 
together with a knowledge of the mapping be- 
tween atom position and probe beam transmis- 
sion via the master equation enables accurate 
reconstructions of 2D trajectories for the indi- 
vidual atom transits of Fig. 2. The reconstruc- 
tion algorithm consists first of digitally filtering 
the transmission data of Fig. 2 with a 20-kHz 
low-pass Butterworth filter to reduce noise un- 
related to the atomic motion. The smoothed 
transmission is then mapped to atomic radial 
position to obtain p(t). To infer a 2D trajectory 
for the atom, it is necessary to determine 8 (t) as 
well. If we consider that the atom orbits in a 
known central potential, the solution to this 
problem becomes apparent. The angular mo- 
mentum of such an orbit can be calculated from 
the maximum and minimum radius it attains, via 

where m is the atomic mass. An atom in our 
cavity does not orbit in a strictly conservative 
potential, so its angular momentum and orbit 
change over time because of the velocity-de- 
pendent and random forces discussed above. 
However, if the angular momentum changes by 
a small fractional amount in the course of a 
single orbit, we may use successive maximum 
and minimum radial positions p6,,p6, to es- 
timate a piecewise angular momentum Li for 
each half-orbital period. A smooth interpolation 
in L can then be made along the segments from 
Li to Li+'. Knowledge of p(t) and L(t) allows 
determination of 8(t) via 0 = Wmp2. We stress 
that trajectories derived from this algorithm 
contain three fundamental ambiguities: the ini- 
tial angle of entry, the overall sign of the angu- 
lar momentum, and the specific antinode in 
which the orbit is confined. These initial con- 
ditions are not given by the reconstruction al- 
gorithm and may be considered degrees of free- 
dom in the final result. In the trajectories of Fig. 
5, A and B, the initial angle was chosen to 
display the atoms falling into the cavity from 
above, as is physically appropriate. In Fig. 5, C 
and D, the initial conditions were chosen to 
provide best agreement with the corresponding 
actual (simulated) trajectories. 

We validated this inversion algorithm by 
analyzing a series of the simulated atom transits 
and associated transmissions (as in Fig. 2, C 
and D). Atomic trajectories are reconstructed 

and compared with the actual positions from 
the simulation. Particular results for the simu- 
lations of Fig. 2, C and D, are shown in Fig. 5, 
C and D, respectively, where the actual trajec- 
tory is traced in gray, with the reconstruction in 
green. The quality of these reconstructions is 
typical of the results for most atom trajectories. 
In general, reconstructions exhibit good agree- 
ment until the very end of the trajectory, where 
our algorithm fails because (i) the angular mo- 
mentum cannot be estimated once the atom has 
escaped from a bound orbit and (ii) the recon- 
struction ignores x axis motion, which becomes 
nonnegligible at the end of the trajectory (see 
Fig. 2, C and D). 

For a small fraction of atom transits, our 
reconstruction method cannot be applied reli- 
ably. These are the atoms with nearly linear 
orbits that pass near the origin of the potential. 
Reconstructions fail in this case because these 
atoms have very low angular momentum that 
changes by a large fraction in the course of a 
single orbit and may even change sign from one 
orbit to the next. Such cases are characterized 
by distinct oscillations in the cavity transmis- 
sion that repeatedly reach the maximum al- 
lowed value of f i  for the known probe param- 
eters @,,,, A,,,) and detuning A,. Recon- 
structions were not attempted in such cases and, 

indeed, when attempted tended to produce re- 
constructed trajectories with sharp comers and 
unphysical kinks near the origin (45). 

On the basis of this ability to reconstruct 
trajectories in the simulations (with the asso- 
ciated caveats), we applied the same tech- 
nique to the actual experimental data. In this 
way, the two individual atom transits of Fig. 
2, A and B, were translated into the trajecto- 
ries of Fig. 5, A and B, respectively. We now 
see directly that the transmission changes of 
Fig. 2, A and B, relate to elongated orbits, 
with time-varying distance to the cavity cen- 
ter. The size of the green dot at the start of 
each trajectory indicates the typical error in 
the estimate of the atomic location, from 
comparisons as in Fig. 5, C and D (46). 

Extensions of the ACM. Subject to the 
caveats concerning the reconstruction algo- 
rithm, the results of Fig. 5 represent a capa- 
bility for tracking the position of a single 
atom with about 2-km resolution achieved on 
a 10-p,s time scale. Stated in terms of a 
sensitivity S, for tracking atomic motion in 
the radial plane, these numbers translate to 
S, = 2 X m l m ,  as set by (among 
other things) the slope of the cavity mode in 
the radial direction, Id+(T)ldpl,,, - w; I. 
Increasing this slope would lead directly into 

Fig. 5. Atom trajectories 
lie in a plane perpendicu- 
lar to  the cavity axis, as 
illustrated by the sche- 
matic in Fig. 1. (A and B) 
Reconstructed atomic tra- 
jectories for the transits 
of Fig. 2, A and B. (C and 
D) Trajectories recon- 
structed from the simu- 
lated transits of Fig. 2, C 
and D, with the actual 
trajectories shown in gray 
for comparison. (E) Posi- 
tions y(t)  and z(t) for (D) 
are shown for clarifica- 
tion. The green dot at the 
start of each reconstruct- 
ed trajectory indicates an 
estimated error in the re- 
construction. Animated 
versions of these orbits 
can be viewed at www. 
its.caItech.edu/-qopticsl 
atomorbitsl. 

from the simulated transmission (including fun- 
damental and technical noise) via our algorithm 

www.sciencemag.org SCIENCE VOL 287 25 FEBRUARY 2000 



R E S E A R C H  A R T I C L E S  

improvements in sensitivity, both through the 
explicit increase in the rate of change of the 
coupling coefficient with displacement dg(?)ldp 
as well as through the implicit increase in go 
with reduced cavity volume V, [and hence also 
decreases in the critical (no,No)]. 

Although the axial motion was not ob- 
served in our current experiments, we can 
nonetheless make an estimate of the sensitiv- 
ity Sx for detecting atomic position along the 
standing wave direction through the simple 
relation I dQldxl ,,xlldQldpln,,x - lo2, lead- 
ing to S, = 2 X 10-lo d m .This 
estimate should be compared with that of 
(13), namely S, = 1 X 10-lo d m ,  
which was, however, obtained by operating 
in a dispersive regime and detecting the full 
optical phase to optimize sensitivity. Given 
that there is a large separation in time scales 
associated with motion in the radial and axial 
dimensions (- I dQidp I m,xll dQidx I a 
possible strategy for full 3D reconstruction of 
atomic motion within the cavity would be to 
split the detected photocurrent into two com- 
ponents-one with a low-pass filter relating 
to the radial motion and another with a high- 
pass filter for the axial motion. Additionally, 
ambiguities in the initial angle and the sign of 
the angular momentum may in principle be 
overcome by strategies that break the radial 
symmetry, such as the use of external field 
gradients or transverse cavity modes. 

With respect to fundamental quantum limits 
of the ACM, we estimate that the sensitivity Sp 
together with the time of our observations 
brings us close to the standard quantum limit 
(SQL) for position measurement. The SQL is 
the limit at whch measurement-induced back 
action on the momentum of the particle be- 
comes an important component in the noise 
budget for position sensing and can limit further 
imurovements in sensitivity 147). Initial esti- . , 

mates based on the theoretical analysis of (48) 
indicate that the current experiment is perhaps a 
factor of five above the SQL, which is again 
consistent with the estimate of (13). Straight- 
forward improvements to the experiment [such 
as enhanced detector quantum efficiency, a sin- 
gle-sided versus the current two-sided cavity, 
and reduced technical noise along the lines of 
(13)] should improve both the spatial and tem- 
poral resolution of our ACM for monitoring 
atomic motion. 

Implicit in this ability to sense with high 
sensitivity and bandwidth is the possibility 
for control of a single atomic trajectory by 
quantum feedback. By implementing our in- 
version algorithm in real time, a suitable error 
signal can be derived to modulate the effec- 
tive potential U(?) + U(?, t )  in a fashion 
that damps atomic motion to the bottom of 
the well. Indeed, with generalized strategies 
for active control, it should be possible to 
surpass the SQL and to synthesize novel non- 
classical states of motion (49). 

Even without reaching such fundamental 
limits and extremely low levels of incident light 
(iii 1 photon in the cavity), we suggest that 
the type of real-time microscopy represented by 
the ACM might be more broadly applicable to 
monitoring of chemical and biological process- 
es at the single-molecule scale. In this setting, a 
key feature of the ACM would be the ability to 
sense changes of the optical properties of an 
intracavity medium with high bandwidth and 
sensitivity. The function of localization within 
the cavity mode would be provided by a sepa- 
rate means other than the single-photon trap- 
ping used in the current work (as, for example, 
by an optical dipole-force trap or indeed by in 
vitro diffusion). 

Certainly optical techniques already exist 
with single-molecule resolution (34, 35, 50- 
53). However, a potentially powerful aspect 
of the ACM would be the ability to track 
molecular dynamics in real time for a single 
molecule within a resolution volume within 
the cavity. Implicit in realizing such a capa- 
bility would be a detailed understanding of 
the nature of the radiative interaction between 
molecule and cavity field, as well as of the 
detection mechanism, thereby allowing the de- 
velopment of an inversion algorithm such as 
that leading to the results of Fig. 5, where now 
the "trajectory" could be in a space such as, for 
example, molecular conformations (54). 

Although it might seem at first sight hope- 
less to accomplish this for complex chemical or 
biological species, in fact, the situation can be 
considerably simpler than in the full quantum 
case presented here. In many situations, knowl- 
edge only of the linear susceptibility of the 
particle in question should be sufficient for the 
purpose of realizing an ACM. A rather exten- 
sive theory of the input-output characteristics 
for cavities containing such linear (or indeed 
nonlinear) media exists within the context of 
the literature on optical bistability (55). Within 
this setting, the key parameters become the 
so-called cooperativity parameter C ,  for a sin- 
gle particle (- liN, for our experiment) and the 
saturation intensity Is for the intracavity field 
[-nocl(hwVc)], both of which can be deter- 
mined by traditional means with bulk samples. 
Of particular interest might be detection of dis- 
persive shifts of the cavity resonance by a target 
molecule, thereby potentially avoiding photo- 
bleaching. What is required is an extension of 
this literature directed toward the development 
of suitable inversion algorithms, as has been 
camed out in one particular case in this research 
article. 

An alternative to such a case-specific ap- 
proach involving the direct modification of the 
cavity field by an intracavity molecule is to 
exploit a detailed knowledge of the atom-cavity 
interaction to sense molecular dynamics indi- 
rectly. Consider an atom (e.g., cesium as here) 
trapped within the cavity mode but subject to an 
additional interaction with a molecule that has 

negligibly small direct coupling to the cavity 
field. The interaction energy of the (sensing) 
cavity atom and (sensed) molecule leads to 
changes in the level structure of the cavity atom 
as well as to a force that shifts the equilibrium 
atomic position within the cavity. In either 
event, the amplitude and phase of the transmit- 
ted field are modified, from which an inference 
of the molecular interaction (such as dipole- 
dipole coupling) can be drawn. We envision a 
geometry that would allow the atom-cavity sys- 
tem to be scanned spatially, thereby combining 
the very high quality factors available from the 
atom-cavity interaction with more conventional 
scanning probe microscopies. 
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mate receptors are mediators of glutamatergic 
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excitatory neurotransmission. NMDA recep- 
tors are of major interest, as they are involved 
in many processes necessary for brain devel- 
opment including neuronal migration (I), 
patterning of afferent termination (Z), and 
several forms of long-term synaptic plasticity 
(3).Properties of the receptor include calcium 
permeability, voltage-dependent Mg2+ block, 
and slow channel kinetics (4). Molecular 
cloning has revealed three receptor subunit 
families (NR1, NR2, and NR3A) which form 
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hetero-oligomeric complexes in native NMDA 
receptor channels (5, 6). NR1 subunits are es- 
sential for the formation of functional NMDA 
receptors, whereas addition of other subunits 
modifies receptor properties (6, 7) .In addition 
to the role of NMDA receptors in brain plastic- 
ity and development, they have also been irn-
plicated as a mediator of neuronal injury asso- 
ciated with many neurological disorders includ- -
ing stroke, epilepsy, brain trauma, dementia, 
and neurodegenerative disorders (8). 

Because of their central involvement in 
the cascade leading to neuronal death follow- 
ing a variety of cerebral insults, pharmaco- 
logical NMDA receptor antagonists have 
been evaluated for potential clinical use. 
These drugs are effective in many experimen- 
tal animal models of disease, and some of 
these compounds have moved into clinical 
trials (9).However, the initial enthusiasm for 
this approach has waned, because the thera- 
peutic ratio for most NMDA antagonists is 
poor, with significant adverse effects at clin- 
ically effective doses, thus limiting their util- 
ity (9). 

As an alternative approach to antagonize 
NMDA receptors, we investigated the hy- 
pothesis that a humoral autoimmune response 
targeting the NR1 subunit of NMDA receptor 
might have neuroprotective activity. More- 
over, we also hypothesized that such autoan- 
tibodies would have minimal penetration into 
the CNS under basal conditions and thereby 
avoid the toxicity associated with traditional 
approaches, but following a cerebral insult, 
would pass into the brain more efficiently, 
antagonize the receptor, and thereby attenu- 
ate NMDA receptor-mediated injury. 

Oral genetic vaccination with recombi-
nant AAV. We used an oral genetic vaccine 
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