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Evidence for a Low-Density 

Universe from the Relative 


Velocities of Galaxies 


The motions of galaxies can be used t o  constrain the cosmological density 
parameter fl and the clustering amplitude of matter on large scales. The mean 
relative velocity of galaxy pairs, estimated from the Mark Ill survey, indicates 
that = 0.35:;:;:. I f  the clustering of galaxies is unbiased on large scales, a= 
0.35 2 0.15, so that an unbiased Einstein-de Sitter model (0= 1) is incon- 
sistent wi th  the data. 

The mean relative velocity for a pair of gal- 
axies at positions ?, and '.,is ii,, = hrr, 
where ? = '., - i-, and the constant of 
proportionality H = 1OOh km s-' Mpc- ' is 
the Hubble parameter (1, 2). The quantity 
0.6 < h < 1 parameterizes uncertainties in 
H measurements. This law is an idealization, 
followed by real galaxies only on sufficiently 
large scales, corresponding to a uniform mass 
distribution. On smaller scales, the gravita- 
tional field induced by galaxy clusters and 
voids generates local deviations from the 
Hubble flow, called peculiar velocities. Cor- 
recting for this effect gives ir,, = H7 + 
v,,i.lr. The quantity v,,(r) is called the mean 
painvise streaming velocity. In the limit of 
large r ,  v , ,  = 0 .  In the opposite limit of 
small separations, u,,(r) = 0 (virial equilib- 
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rium). Hence, at intermediate separations, 
v,, < 0 and we can expect to observe grav- 
itational infall, or the "mean tendency of 
well-separated galaxies to approach each oth- 
er" (3). In a recent paper, we derived an 
expression, relating v , ,  to cosmological pa- 
rameters (4); in another, using Monte Carlo 
simulations, we showed how v,, can be mea- 
sured from velocity-distance surveys of gal- 
axies (5). Our purpose here is to estimate 
v, ,(r)  from observations and constrain the 
cosmological density parameter 0. 

The statistic we consider was introduced 
in the context of the Bogoliubov-Bom-
Green-Kirkwood-Yvon (BBGKY) kinetic 
theory describing the dynamical evolution of 
a self-gravitating collection of particles (3, 
6 ) . One of the BBGKY equations is the pair 
conservation equation, relating the time evo- 
lution of v,, to E(r), the two-point correla- 
tion function of spatial fluctuations in the 

matter density (3).Its 
lution is well approximated by (4) 

= - $ H r n 0  6i(r ) [ l  + a j ( r ) ]  
(1) 

3sL<(x)x2dx 
= r3[1 + f(r)] P I  

where CY = 1.2 - 0.65y, y = - (d In Sld In 
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tions, allowing nonlinear or nonlocal map- 
ping (or both) of the mass density field onto 
89"' (10). However, there are also simulations 
that show exactly the opposite: Although the 
galaxies do not trace the spatial distribution 
of mass, pairs of galaxies behave like pairs of 
test particles moving in the gravitational field 
of the true mass distribution, and v?",(r) = 

v,,(r) (11). Direct measurements of vyaZi(r) 
can help us decide which simulations and 
biasing schemes are more believable than 
others. Indeed, one can measure v:; for dif- 
ferent morphological classes of galaxies. The 

velocities, with lognormal distance errors of 
order a,, ,- 23%. For the elliptical sample, 
a,, ;= 21%, and the distances assume a 
smooth Malmquist bias correction ( 1  7 ) .  

The estimates from the spiral and ellipti- 
cal galaxies are remarkably consistent with 
each other (Fig. I) ,  unlike previous compar- 
isons using the velocity correlation tensor 
(18, 19). For a velocity ratio R = I. , , '" '  

v , 2 ( S )= 1 ,  we obtain ,y2 = 1, whereas for 
R = 2 ,  ,y2 = 2.1. The most straightforward 
interpretation of this result is that there is no 
velocity bias and the linear clustering bias 

linear bias model predicts V , , ~ ~ ) I V ~ , ~ ~ ~= model should be rejected. Its static character 

r) ,=, , and 0 is the present density of non- 
reratkistic particles. Equations 1 and 2 were 
obtained by interpolating between a second- 
order perturbative solution for v ,  ,(r) and the 
nonlinear stable clustering solution. For a 
particle pair at separation F ,  the streaming 
velocity is given by 

v 1 2 ( r )= ( ( G I  - C 2 )  - ?)p = ( ( G I  - C 2 )  i w 1 2 )  

( 3 )  
where w , ,  = ( 1  + 8 , ) ( 1  + 8,)[1 + 
<(r ) ] - '  is the pair-density weighting; C.,  and 
6, are the peculiar velocity and fractional 
density contrast of matter at position P A ,  re-
spectively; A = 1, 2.  . .; the separation r = 

ti., - F 2 j  is fixed for all pairs; the circum- 
flexes denote unit vectors; and ( ( 7 )  = 
(8 ,8 , ) .  The expression in square brackets in 
the definition of w,, ensures that (w,,) = 1 
and the painvise velocity probability density 
integrates to unity. The pair-weighted aver- 
age, (. . .),, differs from simple spatial aver- 
aging, (. . .),by the weighting factor w,,. The 
pair-weighting makes the average different 
from zero, unlike the volume average. ( C ,  -
G 2 )  = 0, which vanishes because of isotropy. 

Our approximate solution of the pair con- 
servation equation was successfully tested 
against N-body simulations in the dynamical 
range 5 5 10' (4, 7). It is valid for universes 
filled with nonrelativistic particles, and it is 
insensitive to the value of the cosmological 
constant (2,4). Equation 1 was derived under 
the additional assumption that the probability 
distribution of the initial, small-amplitude 
density fluctuations was Gaussian. 

Until now, we have also implicitly as-
sumed (i) that the spatial distribution of gal- 
axies traces the mass distribution and (ii) that 
v,,(r) for the galaxies is the same as that for 
the matter. If the galaxies are more clustered 
than mass, condition (i) is broken and we 

b(E) lb (S ) ,where the superscripts refer to el- 
liptical (E) and spiral (S) galaxies. Observa- 
tions suggest b ( E ) l b ( S );= 2 and b ( S )= 1 
(12).Hence, one expects I ~ , ~ ( ~ ) / V , ~ ( ~ )= 2 if 
the linear bias model is correct and v ,2 (E) l  
v , , ( ~ '  = 1 in the absence of velocity bias. 

Measurements of v,,(r) can be also used to 
determine 0. Indeed, if the mass correlation 
function is well approximated by a power law, 
( (r)  r P Y ,  v I 2  at a fixed separation can be 
expressed in terms of R and the standard nor- 
malization parameter a,. The latter quantity is 
the root-mean-sauare contrast in the mass 
found within a randomly placed sphere of radi- 
us 8h-' Mpc. Unlike the conventional linear 
perturbative expression for v,,(r) K nosa< 
r I Y , our nonlinear ansatz provides the possi- 
bility of separating a, from 0by measuring v, ,  
at different values of r. [see the bottom panel in 
Fig. 1 ;  also see (13)l. 

We will now describe our measurements. 
The mean difference between radial veloci- 
ties of a pair of galaxies is (s,, - s , ) ~ = v , ,  
i - (i + i , ) /2 .  where .Y,, = iA- G., and i. = 

r,  -
A, 
r,. Here as before, the subscript letters 

number the galaxies in the survey ( A ,B = 1 ,  
2 . .  -). To estimate v,,, we minimize the 
quantity ~ ~ ( ~ 1 2 )2 A . B  L(s.4 - ~ g )= -

and the resulting failure to describe particle 
motion, induced by gravitational instability, 
was pointed out earlier on theoretical grounds 
(20).Our results can, however, be reconciled 
with a linear bias model if it is generalized to 
allow scale dependence, b = b ( r ) . Biasing 
factors for both galaxy types can be arbitrari- 
ly large at small separations, where ( ( r )  >> 
1, if biasing is suppressed at large separa- 
tions, where 1<(r)i < 1 .  Indeed, in the non- 
linear limit. wI2(b8 , ,b8 , ) -+ b26,8,, b2< = 
8,8, /€ ,  and hence, vy?(r) -+ v 1 2 ( r ) .  

We obtained an estimate of a, and 0 from 
the shape of the v I 2 ( r )profile as follows. We 

?,) +(i,.i=have ..clustering bias." The galaxy two-point p , , ~ , , / 2 ] ~ ,  where p,, and 
correlation function is close to a power law, 
cga'(r)x r P Y ,over three orders of magnitude 
in separation r (8). This is not true for the 
mass correlation function ( ( r )  in structure 
formation models of the cold dark matter 
(CDM) family ( 7 ) . To reconcile theory with 
observation, one has to introduce a measure 
of bias that depends on separation and cos- 
mological time t :  b2(r , t )  = (ga ' ( r , t ) / ( ( r , t ) .  
Because of the pair-density weighting, clus- 
tering bias can in principle induce "velocity 
bias" in a way similar to systematic error 
propagation. This is certainly true in the most 
simplistic of all biasing prescriptions, the 
"linear biasing," under which b is a constant 
and, moreover, 8ga' = b8. The expression for 
v$ can be obtained from Eq. 3 by formally 
replacing the weighting function ~ v 1 , ( 8 ,,8,) 
with w 1 , ( 8 ~ ' ,8q"').In the linear limit ( << 1, 
we get v y c  bv , ,  (9) ,  in qualitative agree- 
ment with recent N-body simulations, which 
considered a whole range of biasing prescrip- 

the sum is over all pairs at fixed separation 
r = IF,  - ;,I. The resulting statistic is ( 5 )  

Monte Carlo s i m u l a t i o ~  show that this esti- 
mator is insensitive to biases in the way that 
galaxies are selected from the sky and can be 
corrected for biases due to errors in the esti- 
mates of the radial distances to the galaxies 
(5).  The survey used here is the Mark I11 
standardized catalog of galaxy peculiar ve- 
locities (I4-16).  It contains 2437 spiral gal- 
axies with Tully-Fisher (TF) distance esti- 
mates and 544 ellipticals with Dn - a dis-
tances. The total survey depth is over 
120h-' Mpc, with homogenous sky cover- 
age up to 30h-'  Mpc. The inverse TF and 
Infrared Astronomical Satellite (IRAS) den- 
sity field corrections for inhomogeneous 
Malmquist bias in the spiral sample agree 
with each other and give similar streaming 

"0 5 10 15 20 
r ( h l  Mpc) 

Fig. 1. The streaming velocities of 2437 spiral 
galaxies (top) and 544 elliptical galaxies (mid- 
dle) estimated from the Mark Ill catalog. The 
error bars are the estimated 1u uncertainties in 
the measurement due to lognormal distance 
errors, sparse sampling (shot noise), and finite 
volume of the sample (sample variance). The 
error bars were estimated from mock catalogs 
described in (5).The small sample volume also 
introduces correlations between measurements 
of v12(r) at different values of r. To guide the 
eye and to show that, although the two sam- 
ples have different noise levels (because of 
much smaller number of galaxies in the ellipti- 
cal sample), the v12(r) signal in both cases is 
similar, we also lot v12(r) calculated from Eq. 
1 for a f x r - I  power-law model with u, = 
1.25 and f l  = 0.3. Three theoretical v12(r) 
curves are plotted (bottom) with f r - l  75, 
u,flo6 = 0.7, and a, = 0.5 (solid curve), 1 
(dotted curve), and 1.5 (dashed curve). These 
curves show how measurements of v12(r) can 
break the degeneracy between R and a,. 
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assumed that the shape of the mass correla- 
tion function [(r) (but not necessarily the 
amplitude) is similar to the shape of the 
galaxy correlation function estimated from 
the automatic plate measuring system (APM) 
catalog (8), consistent with a power-law in- 
dex y = 1.75 * 0.1 (the errors we quote are 
conservative) for separations r 1 1 Oh-' 
Mpc. Given the depth of the Mark 111 catalog, 
we expect the covariance between estimates 
of v ,  ,(r) to be only weakly correlated at r < 
1 Oh-' Mpc; we use N-body simulations to 
determine the covariance of the estimates 
over this range of scales and use a x2 mini- 
mization to obtain the la constraints: a, r 
0.7 and R = 0.35'::2:. Fixing a, = 1, we 
obtain fl = 0.35 * 0.15 (Fig. 2). 

We can obtain a more conservative con- 
straint on a, and CJ by examining a v,, at a 
single separation, r = r, = 10h- Mpc. 
Substituting r = r. and [(r) cc r-'.75 into 
Eqs. 1 and 2, we get 

The above relation shows that, at r = r,, v,, 
is almost entirely determined by the values of 
two parameters: a, and R.  The uncertainties 
in the observed y lead to an error in Eq. 5 of 
< 10% for a, 5 1. In fact, at this level of 
accuracy and at this particular scale, our con- 
straints depend only on the value of R and the 
overall normalization a, but do not depend 
on other model parameters, such as the shape 

, . Concordance 
- 0.45 < p < 0.55 - . 227 km a' < -vl, < 348 km s-I 

- 
(at 10 h-' ~pc);  

68% C.L. \ L- 71 h-l Mpc < r <  10 h-l Mpc)i 
' 1  - 

L - 
- 

Fig. 2. The blue region constrains the viable 
values of (n, the fractional mass density of the 
universe, and a, (the variance of mass fluctu- 
ations at r = 8 k i  Mpc) from the combination 
of the constraints on the streaming velocities 
(red region) and p = u,f1°.6 (green ;@on). The 
streaming velocities are constrained at r = 
1 0 h - I  Mpc from the Mark Ill catalog of pecu- 
liar velocities, and p is measured with the 
VELMOD comparison between the Mark Ill cat- 
alog and the velocity field inferred from the 
IRAS redshift survey. The dashed curve defines 
the lo obtained from comparing expressions 1 
and 2 with the Mark Ill catalog from Z h - I  to 
1 Oh-  Mpc (C.L, confidence level). 

of [(r). The streaming velocity v,,(r.) de- 
pends on [(r) only at r < r,, so unlike bulk 
flows, it is unaffected by the behavior of [(r) 
at r > r, [compare our Eq. 1 with equation 
2 1.76 in (2)]. Moreover, the dominant contri- 
bution to v,,(r,) comes from g(r,), an aver- 
age of [(r) over a ball of radius r,, so the 
details of the true shape of [(r) at r < r, 
have little effect on v, ,(r,) as long as a, (and 
hence, the volume-averaged 5) is fixed. Thus, 
Eq. 5 can provide robust limits on a, and R, 
even if the assumption about the proportion- 
ality of [(r) to the APM correlation function 
is dropped. This statement can be directly 
tested by comparing predictions of Eq. 5 with 
predictions of CDM-like models, all of which 
fail to reproduce the pure power-law behavior 
of the observed galaxy correlation function. 
When this test was applied to four models, 
recently simulated by the Virgo Consortium 
(7), we found that, for fixed values of a, and 
R, the predictions based on Eq. 5 were within 
1 6 %  of v,,(r,), obtained from the simula- 
tions (21). The measured value, -v,,(r,) = 
280::; km s-I (Fig. l), is inconsistent with 
a, = 1 and R = 1 at the 99% confidence 
level. 

Our results are compatible with a number 
of earlier dynamical estimates of the param- 
eter p = a, [P is sometimes defined as 
R0.61b, but us - l lb and the two definitions 
differ at the 10% level at most; see, for 
example, (8)]. A technique, based on the 
action principle (22), gives P = 0.34 ? 0.13; 
comparisons of peculiar velocity fields with 
redshift surveys based on the integral form of 
the continuity equation (called velocity-ve- 
locity comparisons) typically give P = 0.5 - 
0.6 (23-26). Of the velocity-velocity com- 
parisons, the one with the smallest error bars 
is the VELMOD estimate: P = 0.5 * 0.05 
(24). This constraint has several advantages 
over others; in particular, it correctly takes 
into account cross-calibration errors between 
different Mark I11 subcatalogs. To illustrate 
the consistency of our results with velocity- 
velocity studies, we will now compare our 
limits on a, and a, derived from the shape of 
v,,(r) for a range of separations with con- 
straints from our measurement of v , ,( 1 0 h - ' 
Mpc) alone, combined with limits from 
VELMOD (Fig. 2). Again, we find that a 
low-R universe is favored: fl < 0.65 and 
a, > 0.7. The concordance region overlaps 
with the constraint derived from our measure- 
ments of v, ,(r). 

Our results disagree with the IRAS-PO- 
TENT estimate, P = 0.89 2 0.12 (27). The 
IRAS-POTENT analysis is based on the con- 
tinuity equation in its differential form; it 
uses a rather complicated reconstruction tech- 
nique to recover the full velocity field from 
its radial component. The reason for the dis- 
agreement is not clea'r at present. We can 
think of at least two possible sources of sys- 

tematic errors in the IRAS-POTENT analy- 
sis: (i) the reconstruction scheme itself (for 
example, taking spatial derivatives of noisy 
data) and (ii) the nonlinear ,corrections adopt- 
ed. The nonlinear corrections diverge like 

in the limit R + 0 (27). By contrast, 
the accuracy of the nonlinear corrections for 
the velocity-velocity approach is insensitive 
to a. The velocity-velocity approach is also 
simpler than IRAS-POTENT because it does 
not involve the reconstruction of the full ve- 
locity vector from its radial component mea- 
surements (although both approaches require 
a reconstruction of galaxy positions from 
their redshifts). Our method is direct, not 
inverse: It does not require any reconstruction 
at all. 

Finally, there is a potential caveat in the 
"no velocity bias" assumption in our own 
analysis. Although this assumption is based 
on empirical evidence from the two sets of 
galaxy types, the observational data are noisy 
and involve nontrivial corrections for 
Malmquist bias, which could affect the two 
samples differently. Application of our ap- 
proach to different data sets should clarify 
these issues. If, contrary to our preliminary 
results, the streaming velocity turns out to be 
subjected to bias after all, such a finding may 
affect our estimates of a, and a, based on the 
shape of the v,,(r) profile but not on our 
rejection of the unbiased Einstein-de Sitter 
model. In this sense, our differences with the 
IRAS-POTENT analysis do not depend on 
the presence or absence of velocity bias. 

The advantages of the statistic we have 
used here can be summarized as follows. 
First, v,, can be estimated directly from ve- 
locity-distance surveys, without subjecting 
the observational data to multiple operations 
of spatial smoothing, integration, and differ- 
entiation, which are used in various recon- 
struction schemes. Second, unlike cosmolog- 
ical parameter estimators based on the acous- 
tic peaks, expected to appear in the cosmic 
microwave background power spectrum (28), 
the R estimate based on v,, is model inde- 
pendent. Finally, our approach offers the pos- 
sibility of breaking the degeneracy between 
R and a, by measuring v,,(r) at different 
separations. 
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Increasing Deceleration of 

Supernova 19931 in M81 
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Twenty consecutive Very Long Baseline Interferometry images of supernova 
1993Jfrom the time of explosion t o  the present show the dynamic evolution 
of the expanding radio shell of an exploded star. High-precision astrometry 
reveals that the supernova expands isotropically from its explosion center. 
Systematic changes in the images may reflect a pattern of anisotropies and 
inhomogeneities in  the material lef t  over from the progenitor star. As the shock 
front sweeps up the material in the surrounding medium, it is increasingly 
decelerated and influenced by the material. After 5 years, the supernova has 
slowed t o  half of its original expansion velocity and may have entered the early 
stages of the adiabatic phase common in  much older supernova remnants in the 
Milky Way Galaxy. 

Supernova 19935 (SNlYY3J) ( I )  in the nearby source during the first 100 days showed that 
galaxy M81 was the brightest optical super- its size was growing with time t ,  with the 
nova in the Northern Hemisphere since angular radius 0 x t"' and nz = 0 . Y  6 i- 0.07 
SN1954A and, at a distance of only 3 63 -C (8) .As the supernova expanded, its shell-like 
0 36 Mpc (2). among the closest in modem structure was revealed (9, 10). The expansion 
history. Its progenitor star is believed to have was found to be decelerated over a time of 
been either an -15-solar-mass (M.,) super- -3 years. with estimates of rn of 0.86 2 0.02 
giant that has lost a substantial portion of its (11) and 0.837 i- 0.025 (12). The nature of 
hydrogen envelope to a companion in a bina- the expansion was reported (11) to be self- 
ry system (3, 4 )  or a single -30M super- similar, as described in the standard model 
giant ( 5 )  Shock breakout from the explosion (13) of the interaction of the shock front with 
occurred on 28 0 March 1993 UT (6)  Radio the circumstellar medium (CSM) left over 
emission was detected a few days thereafter from the mass loss of the progenitor star. The 
(7 )  An optical image of M81 superimposed structure of the supernova would remain un- 
on a 5-GHz Very Large Array (VLA) radio changed in this model except for a time-
map shows the supernova in a southern spiral dependent scaling factor. and the deceleration 
arm (Fig 1) Very Long Baseline Interferom- would be constant. Here, we present results 
etry (VLBI) observations of the young rad~o  from VLBI observations over 5 years (14)  

and show that the structure of SNlYY3J is 
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