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Seismic Velocity and Density 
Jumps Across the 410- and 

660-Kilometer Discontinuities 
Peter M. Shearer1* and Megan P.   la nag an' 

The average seismic velocity and density jumps across the 410- and 660- 
kilometer discontinuities in the upper mantle were determined by modeling the 
observed range dependence in long-period seismic wave arrivals that reflect off 
of these interfaces. The preliminary reference Earth model (PREM) is within the 
computed 95 percent confidence ellipse for the 410-km discontinuity but 
outside the allowed jumps across the 660-kilometer discontinuity. Current 
pyrolite mantle models appear consistent with the constraints for the 410- 
kilometer discontinuity but overpredict amplitudes for the 660-kilometer re- 
flections. The density jump across the 660-kilometer discontinuity is between 
4 and 6 percent, below the PREM value of 9.3 percent commonly used in mantle 
convection calculations. 

Observed seismic velocity discontinuities 
near 410- and 660-km depth in Earth's upper 
mantle are believed to be caused primarily by 
phase changes in olivine and other minerals 
that result from the increasing pressure with 
increasing depth (I). Resolving the details of 
the discontinuities is important for modeling 
the composition of the mantle and for under- 
standing the effect that the discolltilluities 
may have on ~nantle convection (2). Recent 
analyses of reflected seismic phases (3-5) 
have yielded estimates of the average discon- 
tinuity depths that agree within ?I%; in con- 
trast, the average P and S velocity increases 
across the boundaries are known less precise- 
ly, and differences of a factor of 2 or greater 
are seen in the velocity jumps obtained in 
different studies ( 6 ) .  The density jumps, crit- 
ical parameters for modeling of mantle dy- 
namics, are particularly hard to measure and 
are often based on velocity versus density 
scaling relations rather than direct observa- 
tional measurements. 

In principle, however, the velocity and den- 
sity jumps can be separately resolved by study- 
ing the behavior of reflection coefficients (7) as 
a filnction of ray angle. Following this ap- 
proach, we used the observed amplihides of 
reflections off the bottom of the 410- and 660- 

k n ~  discolltinuities to measure the velocity and 
density ju~nps across the interfaces. These re- 
flections occur as precursors to the phases SS 
and PP in long-period seismograms (8). Our 
data consisted of 13,469 transverse-component 
and 24,667 vertical-co~nponent seismograms 
from the global seis~nic networks (GDSN, 
IRIS, and Geoscope) recorded between 1976 
and 1997. To enhance the visibility of the dis- 
continuity reflections, we aligned the seismo- 
gams  on the nlaxilnum amplitude of SS (for the 
kansverse components) and PP (for the vertical 
conlponents) and stacked the data in bins of 
constant source-receiver range (Fig. 1). The 
underside reflected phases S410S and S660S 
were visible in the transverse-component stack, 
ariving 2 to 4 rnin before the direct SS phase. 
The underside P reflection off the 410-km dis- 
continuity, P410P, was observed in the vertical- 
co~nponent stack between 100" and 145", but 
the underside 660-km reflection, P660P, was 
not seen (9, 10). Additional details concel~ling 
the data and our stacltillg methods may be 
found in previous studies (4, 11, 12). 

We measured the relative anlplitudes be- 
tween the discontinuity reflections and the 
reference phases SS and PP within l o  bins in 
source-receiver distance across the intervals 
for which arrivals were visible (1 12"to 160" 
for S410S, 118" to 165' for S660S, and 102' 
to 140' for P410P). Because of interference 

' Inst i tute of Geophysics and Planetary Physics, frolll PKP, we did not use P410P data be- 
Scripps Inst i tut ion o f  Oceanography, University o f  
California. San Diego La lolla CA 92093-0225. USA. 180 and 1300. P660P was " .  3 

~ ~ a w r e n c e  Livermore ~ a t i o n a l  Laboratory, Post Off ice not visible, limits could still be placed on its 
Box 808,  L-206, Livermore, CA 94551, USA. average a~nplitude between 118' and 122", 
*To w h o m  correspondence should be addressed. where interferellce from other phases is ab- 
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sent. The amplitudes of discontinuity reflec- depth intervals up to 30 km (15). 
tions in these stacks were reduced somewhat We estimated the error bounds for the 

nary reference Earth model (PREM) (17). 
We used a theoretical ray method that in- 

by incoherent stacking resulting from small measured amplitudes using a bootstrap re- 
time shifts in the reflected phases (3, 9). We sampling method (16) where we repeated the 

cludes geometrical spreading and attenuation. 
Because of the ray path similarity between 

adjusted for this effect by increasing the mea- stack of the traces 200 times using random 
sured amplitudes by 14% to more closely subsets of the data. The S410SlSS and S660Sl 

the precursors and the main phases, the re- 
flection coefficient at the discontinuities was 
the main factor controlling the theoretical 
SdSISS and PdPIPP amplitudes (8). For the 
4 10-km discontinuity, the PREM predictions 
fit most of the observations within their error 
bounds (Fig. 2, A and B), although the slope 
of the amplitude increase with range seen in 
the S410SlSS observations is underpredicted. 
For the 660-km discontinuity, however, the 
PREM predictions lie outside the observed 
error bounds (Fig. 2, C and D). PREM pre- 
dicts a clear P660P phase near 120°, whereas 

approximate the true reflection amplitudes 
(13). Finally, it should be noted that the 
"discontinuities" may actually involve en- 
hanced velocity and density gradients over 
finite depth intervals rather than sharp inter- 
faces (14). Because our observations are at 
long periods, however, this effect reduces the 
amplitudes of the reflected pulses by less than 
7% for depth intervals up to 20 km and 

SS amplitude ratios vary from about 0.02 to 
0.05, with a slight increase in amplitude with 
range (Fig. 2). P410PIPP amplitudes show 
more scatter but appear approximately con- 
stant with range. The P660PIPP amplitudes 
near 120" are small (<0.008), and zero 
P660P amplitudes are included within our 
error bounds. 

To model our observations, we computed 
reduces the amplitudes by less than 13% for synthetic seismograms based on the prelimi- 

no such phase is seen in the data (10). A 
mismatch is also seen in the S660S ampli- 
tudes, where PREM predicts amplitude ratios 
almost twice those that are observed. 

Because the amplitudes of the SS and PP 
precursors are mainly determined by the re- 
flection coefficients at the discontinuities, 
their amplitudes may be approximated by 
varying three parameters: the P velocity jump 
(Aa), the S velocity jump (AP), and the den- 
sity jump (Ap) at the discontinuities. We 
explored this parameter space by computing 
synthetic amplitudes for every combination 
of Aci, Ap, and Ap at 0.1% intervals between 
0 and 10% [here we take Aci and so forth to 
indicate the fractional change, for example, 
Aa = 2(a, - a,)/(a, + a2 ) ]  We used 
PREM as a starting model for the mean val- 
ues of a ,  p, and p across the boundaries and 
to compute the ray paths to and from the 
discontinuity reflection points. 

For each combination of Aci, Ap and Ap, 

Range (degrees) Range (degrees) 

Fig. 1. Stacks of SS (Left) and PP (right) precursors derived from over 30,000 long-period 
seismograms. The SS and PP reference phases are aligned at zero time. Amplitudes are shown 
relative to  the reference phase, with positive amplitudes in blue and negative amplitudes in red. The 
precursors are underside reflections off the 410- and 660-km discontinuities that arrive several 
minutes before the main phase. 

we compared our synthetic predictions with 
the observations for the SdS and PdP ampli- 
tudes and applied x2 statistics to our estimat- 
ed errors to define l a  and 2u confidence 
ellipsoids. In performing this fit, our estimat- 
ed errors for the observed SdS amplitudes 
needed to be scaled upward by 20% to yield 
an appropriate value of x2 at the best fitting 
point (suggesting that our original error esti- 
mates were too small); the estimated PdP 
errors required no adjustment. In addition to 
the formal error bounds (Fig. 3), some uncer- 
tainty is also associated with the correction 

110 120 130 140 150 160 
Range (degrees) 

I I . I . I . I . I I  
100 110 120 130 140 

Range (degrees) 

for incoherent stacking. This uncertainty is 
difficult to quantify precisely, but we esti- 
mate that it is unlikely to alter the amplitudes 
shown in Figs. 2 and 3 by more than about 
20% (18). 

Only a small fraction of .the models con- 
sidered lie within the 2 0  (95% confidence) 
limits, but the confidence ellipsoids are elon- 
gated, indicating strong trade-offs between 
the model parameters. The allowed S and P 
velocity jumps across the 410-km discontinu- 
ity are correlated (AP - 1.3Aa), and the 
density jump is inversely correlated with the 

Range (degrees) Range (degrees) 

Fig. 2. Observed SS and PP precursor amplitudes are shown as squares with 2u error bars for (A) 
S410SlSS. (B) P410PIPP. (C) S660SlSS. and (D) P660PIPP amplitudes. For comparison, the solid 
lines show amplitudes predicted by PREM; the dashed lines show predicted amplitudes for our best 
fitting model. PREM fits the 410-km discontinuity data reasonably well but does not fit the 
observations for the 660-km discontinuity. 
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P and S velocity jumps (for example, Ap - 
6.3% - 0.7Aa). The PREM values for the 
410-km discontinuity (Aa = 2.5%, AP = 
3.4%, Ap = 5.0%) lie near the 2u confidence 
limit but would require only minor adjust- 
ments to fit within the l a  limits. Better fits to 
the data can be obtained with somewhat larg- 
er P and S velocity jumps and smaller density 
jumps than the PREM model; in fact, PREM 
has unusually small velocity jumps at 410-km 
compared with most models (6). Our best 
fitting model for the 410-km discontinuity 
(Aa = 7.3%, AP = 9.7%, Ap = 0.9%) has 
higher velocity jumps and a smaller density 
jump than most current models (6) but should 
not be preferred over other models within the 
l o  limits. Our 2u limits for the 410-km dis- 
continuity include shear impedance contrasts 
(19) ranging from 6 to 12%, roughly consis- 
tent with earlier studies of ScS reverberations 
(3) and SS precursors (II), which suggested 
shear impedance changes at 410 km of 9.2 + 
2% and 6.7 + 1.1%, respectively. 

For the 660-km discontinuity, our com- 
puted confidence ellipsoids are also elongat- 
ed. In this case, however, the PREM model 
(Aa = 4.6%, AP = 6.5%, Ap = 9.3%) lies 
outside the 2u limits, as might be anticipated 
from the poor fit to our observations that 
PREM predicts (Fig. 2). The absence of 
P660P in long-period stacks, particularly 
near 120°, where the images are free of other 
seismic phases, was shown by Estabrook and 
Kind (10) to imply a small velocity jump 
across the 660-km discontinuity. To explain 
the absence of P660P, Estabrook and Kind 
(10) proposed the EKl model (Aa = 2.5%, 
Ap = 6.1%, Ap = 6.2%), which has consid- 
erably smaller velocity and density jumps 
than PREM. The EK1 model lies outside our 
2u confidence limits but is much closer to 
them than PREM. Our best-fitting model for 
the 660-km discontinuity has Aa = 2.0%, 
Ap = 4.8%, and Ap = 5.2%; however, the 
l a  limits include models with a range of 
other values. Our results support the hypoth- 
esis of Estabrook and Kind (10) that the 
change in bulk modulus across the 660-km 
discontinuity is small; the trade-off between 
Aa and Ap (Fig. 3) is close to that predicted 
for zero change in bulk modulus. Because of 
the steep angle of the error ellipsoid to the 
density axis, limits on the density jump at 660 
km are tighter than the corresponding veloc- 
ity limits, and Ap is constrained to lie be- 
tween 4.1 and 6.2%' with 95% confidence. 
The preferred density jump of about 5% is 
substantially less than the PREM value of 
9.3%. Our 2u limits for the 660-km discon- 
tinuity include shear impedance contrasts 
ranging from 7 to 13%, roughly consistent 
with earlier studies of ScS reverberations (3 )  
and SS precursors (II), which suggested 
shear impedance changes at 660 km of 
14.4 + 2% and 9.9 + 1.5%, respectively. 

Our modeling results assume a simple 
first-order change in velocity and density 
across the 410- and 660-km discontinuities. 
The long-period reflections, however, cannot 
distinguish between a sharp interface and a 
more gradual change within layers up to 
about 20 km thick (15). In this case, the 
velocity and density changes cited here rep- 
resent the total change over this depth inter- 
val. If multiple discontinuities are present, 
then our results could be biased by interfer- 
ence effects, particularly if the discontinuities 
are at depth intervals between about 30 and 
80 km, where they could destructively inter- 
fere without being resolvable as separate 
pulses. 

Bulk properties of different minerals de- 
termined from experiments at high tempera- 
ture and pressure, including the phase chang- 
es known to occur near 410- and 660-km 
depth, are often compared with seismic ve- 
locity and density profiles to infer the com- 
position and temperature of the mantle (20- 
22). The density and S velocity jumps at 410 
km predicted by a pyrolite model containing 
55% by volume olivine were recently shown 
(23) to agree with seismic observations of the 
shear impedance change at 410 km, whereas 
a more garnet-rich piclogite model (20) con- 
taining 35% olivine was only marginally con- 
sistent with the data. Our analysis supports 
this result; the pyrolite model fits the density 
and S velocity constraints at 410 km better 
than the piclogite model (Fig. 3A). The ve- 
locity and density jumps at 410 km in these 
models are controlled primarily by the frac- 
tion of olivine in the mantle (23); our obser- 
vations would be best fit with a pyrolite 

mantle containing -50% olivine. Our obser- 
vations for the 660-km discontinuity are more 
difficult to reconcile with mineral physics 
results. The density and P velocity jumps at 
660 km recently predicted for a pyrolite man- 
tle (24) are substantially larger than our ob- 
served constraints (Fig. 3B) (25). Our ob- 
served absence of a large change in bulk 
modulus across the 660-km discontinuity ap- 
pears consistent with some piclogite models 
(10, 21); however, more complete forward 
modeling will be required to test whether 
specific compositional models exist that can 
satisfy all of our seismic constraints. 

The total density increase through the 
transition zone (410 to 660 km) must be 
sufficient to fit the constraints provided by 
Earth's total mass, moment of inertia, and 
normal-mode observations: a shortfall in den- 
sity increase across 660 km compared with 
PREM must be accommodated bv increased 
density gradients elsewhere in the transition 
zone. It is possible that at least some of the 
required density increase could occur at the 
520-km discontinuity [absent in PREM but 
indicated by several recent studies (3-5, 11, 
26)], where a density increase of 2 to 3% 
seems likely (11, 27). Finally, the density 
jump across 660 km is an important factor in 
mantle convection calculations (2) that in- 
clude the effect of a phase boundary at 660 
km. Because this phase boundary is believed 
to have a negative Clapeyron slope, the 660- 
km discontinuity acts to resist thermally driv- 
en flow across the interface, as buoyancy 
forces result from deflection of the phase 
boundary. In several numerical simulations 
(which assume near PREM values for the 

0 2 4 6 8 1 0  0 2 4 6 8 1 0  0 2 4 6 8 1 0  
P velocity jump (%) P velocity jump (%) S velocity jump (%) 

Fig. 3. Projections of the confidence ellipsoids for fits t o  the observations resulting from variations 
in P velocity, 5 velocity, and density across the (A) 410- and (B) 660-km discontinuities. The lo and 
2u limits are shown as dark and light gray, respectively. Our best fitting model is shown as a X 
symbol. The PREM and EK1 models (10, 17) are indicated with pluses. The points labeled "Pyr" and 
"Pic" in (A) are the pyrolite and piclogite models, respectively, of Caherty et al. (23), where the 
410-km phase transition occurs over a 10-km interval. The points labeled "Pyr" in (B) are the 
pyrolite model of Weidner and Wang (24). computed for 5% A1 and 1700 K. 
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660-lun density jump); these forces are strong 
enough to produce paitial layering in the 
mantle. The strength of the buoyancy forces, 
however, is proportional to the assumed den- 
s i q  contrast across the interface. If the den- 
s i q  contrast across the 660-km discontinuity 
is only 5Oh, as our results suggest, then lay- 
ered com.ection is less likely. 
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Improved Weather and Seasonal 
Climate Forecasts from 

Multimodel Superensemble 
T. N. ~rishnamurti,' C. M. Kishtawal,' Timothy E. LaRow,' 

David R. ~achiochi,' Zhan Zhang,' C. Eric Williford,' 
Sulochana Gadgil,' Sajani Surendran2 

A method for improving weather and climate forecast skill has been developed. 
It is called a superensemble, and it arose from a study of the statistical 
properties of a low-order spectral model. Multiple regression was used to 
determine coefficients from multimodel forecasts and observations. The co- 
efficients were then used in the superensemble technique. The superensemble 
was shown to outperform all model forecasts for multiseasonal, medium-range 
weather and hurricane forecasts. In addition, the superensemble was shown to 
have higher skill than forecasts based solely on ensemble averaging. 

Sophisticated lluinerical models used in op- 
erational and research centers throughout the 
globe routinely make short-teim (1  to 7 days 
in advance) \veather and seasoilal (one to 
several seasons in advance) cliinate forecasts. 
Iildividually each inodeliilg group tracks the 
forecast skill of their model. U7ithin recent 
years, the use of model ensembles has be- 
come an important forecasting component. 
The methodology of how to generate the 
ensemble is the focus of inany forecasting 
centers. Here we show that a rnultin~odel 

superensemble can inore accurately predict 
weather and seasonal cliinate. The superen- 
seinble is developed by using a number of 
forecasts from a variety of \veather and cli- 
mate models. Along with the benchmark ob- 
served (analysis) fields, these forecasts are 
used to derive simple statistics on the past 
behavior of the models. These statistics, coin- 
billed with multimodel forecasts, enable us to 
constn~ct a superensemble forecast. 

Given a set of past inultiinodel forecasts, 
we used a multiple regression technique (for 
the multiinodels), in which the inodel fore- 
casts were regressed against an observed 
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field. We used least-squares 
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