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one-pilin structures they examined were 
different. Sauer et al. (2) describe a com- 
plex between the PapD chaperone of E. 
coli and the PapK subunit of the P pilus 
assembly. PapK is an adaptor pilin subunit 
that connects the PapA subunits of the rod 
with the fibrillum composed of PapF, G, 
and H subunits. In contrast, Choudhury 
and colleagues (I)  studied the structure of 
the FimC chaperone complexed with the 
FimH pilin component of type 1 pili.  
FimH has both a pilin domain to bind to 
its fellow pilins in the fibrillum and an ad- 
hesion domain that enables it to bind to 
the maqnose sugars of host tissue surface 
glycopfoteins. 

Both reports offer atomic models of how 
the pilus rod is assembled. In these models, 
the pilin subunit is no longer complemented 
by the GI strand of the chaperone; rather, 
each pilin subunit is complemented by the 
amino-terminal strand from another pilin 
subunit. By repeating this coinplementa- 
tion, the authors are able to build a model 
with three subunits per turn, with an outer 
diameter of about 70 A and an open central 
pore of about 20 A. The implication for bio- 
genesis of the pilus rod is that the amino- 
terminal strand of each pilin molecule, con- 
taining several hydrophobic side chains, re- 

places the hydrophobic side chains tein- 
porarily donated by the GI strand of the 
chaperone. Thus, in the final pilus structure, 
every pilin subunit completes the im- 
munoglobulin-like fold of the neighboring 
subunit (see bottonl figure, previous page). 
Duiing assembly of the pilus, the chaperone 
of a chaperoned pilin must be displaced by 
another pilin. 

A complication that the authors encoun- 
tered in building their pilus models is that 
in order to create the rod-like struchlre, the 
amino-terminal strand of each pilin subunit 
has to be oriented into the next molecule 
antiparallel to the neighboring F P strand, 
whereas the chaperone's P strand is parallel 
to the F strand in both crystal structures. 
Thus, if their compelling inode1 for pilus 
assembly is correct, the complementation 
of the pilus subunit occurs by two different 
p strands (its own and the chaperone's), ly- 
ing in opposite directions. This is a prob- 
lem of intermolecular forces that is worthy 
of further study by computational chemists. 
The dilemma is akin to the difficulty in un- 
derstanding the action of chaperones such 
as GroE that are nonspecific for their pro- 
tein substrates. How can such chaperones 
perform a specific function with a range of 
substrate proteins? 

The shldy by Choudhury et al. (I) rais- 
es another point. In the FimC-FimH chap- 
erone-pilin complex, the FimH subunit ac- 
tually contains two domains: the im- 
munoglobulin-like domain that is coinple- 
inented by the chaperone and a second 
sugar-binding domain. This sugar-binding 
domain-also built from antiparallel P- 
strands-contains a pocket into which a 
sugar analog can fit snugly. This presum- 
ably marks the sugar-binding site that en- 
ables the pilus to latch on to its host cell. 

Thus, these two crystal structures illu- 
minate much about how chaperones pro- 
tect virgin proteins and how the pili of 
bacteria are assembled. 
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A Tale of Big Game 
and Small Bugs 

Esa Ranta,Veijo Kaitala, Per Lundberg 

F or much of this century ecologists 
have puzzled over the fluctuations in 
numbers of animal and plant popula- 

tions in the wild (1). Although usually ir- 
regular, these changes in population densi- 
ty can be remarkably cyclical, occurring 
repeatedly between well-defined upper 
and lower boundaries. Early theoretical 
ecologists proposed that populations could 
be regulated by a density-dependent feed- 
back mechanism in which birth and death 
rates changed in response to an increase 
or decrease in population density (2, 3). 
Birth rates would increase to exceed death 
rates in times of low population density, 
but would decrease to below death rates 

when population numbers were high. A 
central element of this feedback mecha- 
nism is the ability of the birth and death 
rates to operate with different lag times, 
potentially resulting in a cyclical rise and 
fall in population density. 

By analyzing data on changing popula- 
tion densities in various organisms over 
inany years, ecologists can address the 
causes and consequences of populatioil dy- 
namics. Thanks to the excellent bookkeep- 
ing skills of Canada's Hudson Bay Coinpa- 
ny, which kept detailed records of the filr 
trade between 1821 and 1939 (see the fig- 
ure), ecologists have been endowed with 
long-term population data for many ani- 
mals throughout Canada (1, 4). Stenseth et 
al. ,  report;lg on page 107 1 of this issue 
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Canadian lynx (4:n.x canadeusis). They 
found that the dynamics of lynx popula- 
tions could be grouped according to three 
geographical regions of Canada that dif- 
fered in climate and proposed that external 
factors such as weather had an influence 
on lynx populatioil density. In a compan- 
ion paper on page 1068, Turchin ef al. (6) 
analyzed fluctuations in the population 
density of the southern pine beetle (Den- 
droctonzis fr.ontalis)-a pest responsible 
for destroying large tracts of forest in the 
southern United States (see the figure). In 
contrast to the lynx data, their time-series 
analysis-supported by field experi- 
ments-showed that predation was a cru- 
cial factor in determining the rise and fall 
of the beetle population. In both of these 
studies, the time-series analyses were criti- 
cal to understanding the dynamics of the 
maimnalian and insect populations. 

Since the 1950s, ecologists have pro- 
posed that populations are limited either 
by extrinsic factors-such as weather, es- 
pecially extremes of cold, drought, or rain- 
fall-or by intrinsic factors-such as birth 
and death rates, or interactions with other 
species (prey, predators, or parasites) (1, 3, 
7, 8). The intrinsic factor hypothesis postu- 
lates that current and past population den- 
sities reflect the variatioils in renewal of 
the population, a view supported by the 
Stenseth and T~lrchin findings. 

1022 13 AUGUST 1999 VOL 285 SCIENCE www.sciencemag.org 



SCIENCE'S C O M P A S S 

Recent theoretical and empirical stud­
ies have started to combine the extrinsic 
and intrinsic hypotheses (9). Moran, an 
Australian statistician, attempted to corre­
late dependence on population density 
with external disturbances. His hypothesis 
(the Moran theorem) explained how two 
(or more) populations that showed density-
dependent regulation could fluctuate syn­
chronously. He suggested that stochastic 

historic and modern Canadian lynx time 
series, the investigators were able to ask 
whether differences in structure between 
two Canadian ecosystems (the northern, 
open boreal forest and the southern, closed 
boreal forest) could explain the rise and 
fall in lynx population density. They also 
question whether regional climate varia­
tions could account for the observed pat­
terns of synchronous population fluctua-

(random) density-independent, but region­
ally connected, processes (such as weath­
er) could cause synchronous variations in 
population size. This feature is clearly vis­
ible in the 10-year synchronous fluctua­
tions in lynx populations from three differ­
ent regions of Canada (Pacific-maritime, 
Continental, and Atlantic-maritime) (5). 
Synchrony in regional dynamics is less 
prominent in the southern pine beetle (10), 
although it is observed in large-scale fluc­
tuations in many other forest pests. 

The hunt for the causes of cyclical pop­
ulation dynamics, particularly in the Cana­
dian lynx, has garnered a plethora of possi­
ble explanations—from solar activity (sun-
spot maxima) and external forcing (for ex­
ample, adverse weather) to predator-prey 
interactions. Stenseth et al. have followed 
the Moran tradition, explaining the lynx 
population fluctuations in terms of both 
stochastic external factors (climate) and in­
trinsic density-dependent processes that af­
fect birth and death rates. By analyzing the 

Dynamic populat ions. A 
Canadian fur trapper in the 
1700s (A). Fur pelts on dis­
play, the Hudson's Bay Com­
pany, Manitoba, Canada 
(1930) (B).The Canadian lynx 
(Lynx canadensis) (C). The 
southern pine beetle (Den-
droctonus frontalis) (D). 

tions. They conclude that density-depen­
dent processes together with regional-spe­
cific variations in climate (related to the 
North Atlantic Oscillation) best explain 
the synchronous population fluctuations of 
the lynx. 

A particularly important theoretical as­
pect of the population synchrony problem, 
exemplified here by the Canadian lynx, is 
provided by a recent contribution in Na­
ture from Blasius et al. (77). They used a 
simple food chain model to explain the 
synchronized fluctuations in the snowshoe 
hare and lynx populations of North Ameri­
ca. The well-established, continent-wide 
population synchrony was relatively easy 
to model yet was shown by the authors to 
be extremely complex. 

The beauty of the Stenseth analysis is 
that it allows the exogenous and endoge­
nous influences on the lynx time series to 
be disentangled. Turchin et al. have gone 
one step further and have designed a field 
experiment to prove the conclusions of 

their time-series analysis of the southern 
pine beetle. Prominent population oscilla­
tions are frequently observed in pest in­
sects that attack trees and crops. The 
Turchin analysis reveals that predation is 
the driving force behind these oscillations, 
a finding that is clearly of great interest to 
population ecologists, forest economists, 
and foresters. The interactions between 
prey and their (specialist) predators or par­

asites is an important, although 
not the only, ecological factor 
underpinning these population 
variations. Theoretically, there 
should be a delay in the impact 
of predation on prey popula­
tion oscillations (delayed den­
sity dependence). In such cases 
the mortality of prey due to 
predation will change depend­
ing on the density of the preda­
tor population. 

In their field experiments, 
Turchin and colleagues investi­
gated whether predation de fac­
to could drive oscillations in 
forest insect populations. The 
5-year study covered the rise, 
peak, and fall of one population 
cycle. They used cages to ex­
clude predators in trees with 

known beetle densities and compared 
numbers of beetles in these trees with 
those in trees where predators were unhin­
dered. They found that predators did in­
deed affect the southern pine beetle popu­
lation but with a delay, suggesting that 
predation may be one of the causes of pop­
ulation oscillations in this insect. The au­
thors predicted just such an outcome with 
mathematical modeling before they started 
their experiments (72). Their work also 
underscores the power of a combination of 
approaches—mathematical theory, time-
series analysis of long-term observational 
data, and controlled experiments—to eco­
logical problems. 
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