
normal subjects and 25 critically ill septic pa- 
tients with bacteremia and sepsis-induced organ 
dysfunction. HMG-1 was not detectable in the 
serum of normal subjects, but significant levels 
were observed in critically ill patients with sep- 
sis (Fig. 3), and these levels were higher in 
patients who succumbed as compared to pa- 
tients with nonlethal infection. 

HMG-1 is a highly conserved protein with 
>95% amino acid identity between rodent and 
human (1 7-20). It has previously been charac- 
terized as a nuclear protein that binds to cmci- 
form DNA (21), and as a membrane-associated 
protein termed "amphoterin" that mediates neu- 
rite outgrowth (19, 20). Extracellular HMG-1 
interacts directly with plasminogen and tissue 
type plasminogen activator (tPA), which en- 
hances plasmin generation at the cell surface; 
this system plays a role in extracellular prote- 
olysis during cell invasion and tissue injury 
(19). In addition, HMG-1 has been suggested to 
bind to the receptor for advanced glycation end 
products (RAGE) (22). 

As with other inflammatoly mediators 
such as TNF and IL-1, there may be protec- 
tive advantages of extracellular HMG- 1 when 
released in nontoxic amounts. Macrophages 
release HMG-1 when exposed to the early, 
acute cytokines, indicating that HMG-1 is 
also positioned as a mediator of other inflam- 
matory conditions associated with increased 
levels of TNF and IL-1 (for example, rheu- 
matoid arthritis and inflammatoly bowel dis- 
ease). Indeed, in most inflammatory scenari- 
os, LPS is probably not the primary stimulus 
for HMG-1 release; it seems more likely that 
TNF and IL-1 function as upstream regula- 
tors of HMG-1 release. The delayed kinetics 
of HMG- 1 release suggest that serum HMG- 1 
levels may be a convenient marker of disease 
severity. Moreover, the observations that 
HMG-1 itself is toxic, and that anti-HMG-1 
prevents LPS lethality, point to HMG-1 as a 
potential target for therapeutic intervention. 
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Ploidy Regulation of Gene 
Expression 
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Microarray-based gene expression analysis identified genes showing ploidy- 
dependent expression in isogenic Saccharomyces cerevisiae strains that varied 
in ploidy from haploid t o  tetraploid. These genes were induced or repressed in 
proportion t o  the number of chromosome sets, regardless of the mating type. 
Ploidy-dependent repression of some G, cyclins can explain the greater cell size 
associated wi th  higher ploidies, and suggests ploidy-dependent modifications 
of cell cycle progression. Moreover, ploidy regulation of the FLO77 gene had 
direct consequences for yeast development. 

Changes in the number of chromosome sets 
occur during the sexual cycle, during meta- 
zoan development, and during tumor progres- 
sion. Organisms with a sexual cycle double 
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their ploidy upon fertilization and reduce 
their ploidy by half at meiosis. In the devel- 
opment of almost all plants and animals, spe- 
cialized polyploid and polytene cell types 
arise though endocycles, cell cycles lacking 
cell division (1). Aberrant cell cycle control 
during tumor progression is thought to result 
in polyploidy and altered cell behavior (2). 

Cells of different ploidy typically show very 
different developmental, morphological, and 
physiological characteristics. However, a lack 
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Fig. 1. Correlation thresholds. We compared corre- 
lation coefficients for experimental data and ran- 
domized data (within-gene permutations of experi- 
mental data) with a reference pattern proportional 
to  ploidy. The hatched distribution shows the Fish- 
er-transformed Pearson correlation coefficients, 
Fisher(r) = 0.5 In[(l + r)l(l - r)], of a randomized $ 
data set The variance of Fisher(r) for our randomized r 

Fisher(r) under the null hypothesis for no correlation 
[n = 11, Var = l l (n  - 3) = 0.1251. The shaded 

data (0.123) matched the theoretical variance of 400 

distribution behind the hatched distribution repre- zoo 
sents Fisher(r) of experimental data against the ref- 
erence pattern. A correlation threshold was set at 
Fisher(r) = 1.26 (r = 0.851), corresponding to 3.6 
standard deviations of the random distribution. The -2 -1.5 -I -0.5 o 0.5 1 1.5 2 

same analysis was canied out for a reference pattern Fisher(r) 
inversely proportional to ploidy [not shown; r = 
0.858, Fisher(r) = 1.29, 3.7 standard deviations]. These thresholds should permit less than one false 
positive in the entire yeast genome. 

Fig. 2 Ploidy regulation. 
Plody-regulated genes are 
~ w i t h ~ ~ e x -  
preaion lwds normalized 
by s t a n d a r d i  (mean = 
0, SD = 1). The genes en- 
coding known functions (23) 
are as follows CTS1, endo- 
&rtinase; ND17, NADH- 
ubiquinone oxi 
WS4, G I - a m 7 4  
protease C7R3, high-affinity 
copper banspotter; FLO77, 
cdl surface f l m l i n ;  UN1 
and PU7, C, cydins; and 
CICZ, control of actin cy- 
toskeletal organization. 

n 2n -- Sn 
a a a w a  a a a  

Fig. 3. Northern blot analysis of representative 
mRNAs, showing ploidy regulation of gene ex- 
pression and mating-type control. 

tended to have complex promoters; the average 
upstream intergenic space was longer than 1300 
base pairs, whereas the genome-wide average 
intergenic space was 500 base pairs. The iden- 
tities of some ploidy-regulated genes predicted 
specific ploidy-dep&d&t cell differences. 
For example, the ploidy-induced CTSl gene 
encodes a secreted endochitinase involved in 
the separation of mother cells and daughter 
buds; ctsl mutants form large clumps of cells 
(9). Polyploids, with greater CTSl expression, 
were less clumpy than haploids (1 0). 

Expression patterns uncovered by microar- 
ray data analyses were examined by Northern 
blot analysis of RNA samples (11) (Fig. 3). 
These results confinned the existence of dis- 
tinct ploidy-dependent and mating type-spe- 
cific gene expression patterns. Most genes, like 
ACTI, showed no change in mRNA levels (rel- 
ative to total RNA) in response to either ploidy 
or mating type. Of 32 mating type-specific 
genes [for example, STEZ and FUS3 (lo)], 

4.a 0 f l 2 2  >1.11 none was among the ploidy-regulated genes of 0'1 , - 1  Fig. 2. Ploidy-regulated genes, such as CTSl 

8mddckvifflorrs and FLOI I, showed ploidy-dependent expres- 
sion regardless of the mating type. The magni- 

of isogenic controls obscures the contribution 
of ploidy to these differences. For example, in 
the yeast Saccharomyces cerevisiae, haploid 
cells of opposite mating type, M T a  and 
M T a ,  mate to produce a MTaIMATa d ip  
loid. These three cell types have different phe- 
notypes, many of which (such as mating, mei- 
osis, and budding pattern) are directly attribut- 
able to their different genotypes at the mating- 
type locus rather than ploidy (3). However, one 
can parse the effects of mating type from those 
of ploidy by constructing isogenic sets of yeast 
strains that vary only in their ploidy, and then 
subjecting these strains to whole-genome ex- 
pression analysis. 

We generated an isogenic set of 11 strains 
varying in ploidy from haploid to tetraploid. 
There were three series, one for each mating- 
type genotype (4). Comparison of strains in 
which the mating type differs and ploidy is 
the same shows the role of mating type. 
Comparison of strains in which ploidy varies 
and the mating type is the same shows the 
effects of ploidy. 

We looked for genes whose expression, 

relative to total gene expression, increased or 
decreased in proportion to ploidy. Using oli- 
gonucleotide-probe microarrays (5),  we mon- 
itored the rnRNA levels of all yeast genes in 
our strain set during exponential growth (6). 
We set two criteria (7) to identify ploidy- 
regulated genes: (i) There should be signifi- 
cant correlation with an idealized expression 
pattern either directly or inversely propor- 
tional to ploidy. Correlation thresholds were 
set such that random data are expected to 
produce less than one false positive in the 
entire genome (Fig. 1). (ii) Minima were set 
for relative and absolute changes in expres- 
sion for each gene across all 11 strains. There 
were 17 genes satisfying both criteria; 10 
were ploidy-induced and 7 were ploidy-re- 
pressed (Fig. 2) (8). 

Ploidy-regulated genes showed substantial 
differences in expression within isogenic ploidy 
series. Comparing expression in haploids and 
tetraploids, CTSl was elevated by a factor of 12 
and FLOI 1 was repressed by a factor of 11. 
Ploidy-regulated genes had an unbiased distri- 
bution of locations in the yeast genome. They 

tudes of the ploidy-dependent and mating-type 
effects observed in mimarray experiments 
were in excellent agreement with quantitative 
phosphorimager analyses of Northern blots 
(10). 

Measurements of the cells in our isogenic 
series demonstrated that cell size in yeast 
increases with increasing ploidy (Fig. 4). The 
association of increased ploidy with in- 
creased cell size has been observed in bacte- 
ria, fungi, plants, and animals (I, 12). The 
relation between cell size and ploidy could be 
explained by the fact that G, cyclins, Clnl 
and Pcll, are repressed as ploidy increases 
(Fig. 2). Yeast cells grow continuously dur- 
ing the GI phase and pass through START, 
the entry point into the cell cycle, at a cyclin- 
dependent critical size. Low expression of the 
GI cyclins results in START passage at a 
larger size; higher expression of GI cyclins 
results in START passage at a smaller size (13). 
According to this interpretation, the lower GI 
cyclin mRNA levels in tetraploids would cause 
them to pass through START at a larger size 
than haploids. 

In addition to increased size, yeast cells 
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Fig. 4. Ploidy and cell morphology. "- - , - 

lsogenic MATa cells varying in 
ploidy from haploid (n) to tet- 
raploid (4n) were sampled from 
exponential phase cultures (6) and 
observed with Nomarski optics. 
Morphological quantities (mean ? 
95% confidence, n = 50) were 
calculated from length and width 
measurements of budded mother 
cells (the buds provided orienta- 
tion) assuming rotational symme- 
try about the long axis. Cell vol- 
umes: haploid, 72 ? 1 pm3; dip- 
loid, 11 1 ? 2 pm3; triploid, 152 ? 
3 pm3; tetraploid, 289 ? 6 pm3. 
Cell Iengthlwidth ratios: haploid, 
1.20 ? 0.01; diploid, 1.24 ? 0.01; 
triploid, 1.29 2 0.01; tetraploid, 
1.39 ? 0.02. 

showed greater elongation with increasing 
ploidy (Fig. 4). The basis for the connection 
between ploidy and morphology is suggested 
by ploidy-regulated genes. The ploidy-re- 
pressed Gic2 protein interacts with the Rho- 
type guanosine triphosphatase Cdc42. These 
proteins, along with Gicl, control actin organi- 
zation and polarized cell growth, including bud 
site selection, bud emergence, and mating pro- 
jection ( shoo)  formation (14). Ynr067C is a 
ploidy-induced homolog (57% similar) of 
Acf2, a protein involved in polarized cortical 
actin assembly (15). The control of genes like 
GIC2 and WR067C suggests ploidy-dependent 
cytoskeletal organization. 

Ploidy-dependent gene expression in 
yeast has important implications for the sex- 
ual cycle, development, and tumor biology. 
In mammalian cells, polyploidy in special- 
ized cell types and hyperploidy in tumor cells 
may control cell physiology, morphology, 
and behavior. Although hyperploidy in tumor 
cells is usually viewed as a consequence of 
aberrant cell cycle control, altered ploidy may 
actually be a cause of altered cell properties. 

We observed ploidy regulation of inva- 
siveness, a developmental response in yeast. 
Invasive growth is a model for fungal viru- 
lence involving a change in budding pattern 
and the formation of chains of yeast cells that 
invade an agar substrate (16). On rich media, 
MATa and MATa haploids exhibit much 
more vigorous invasive growth than MAT& 
diploids (1 6). Haploid f lol l  mutants fail to 
invade, and overexpression of FLOII induc- 
es M A T d a  diploids to invade more vigorous- 
ly (1 7). Thus, Floll, a serine-threonine-rich 
cell wall protein (18) whose molecular func- 
tion is unknown, is a major determinant of 
this developmental response. 

The ploidy repression of the FLOll gene 
was reflected in invasive growth (Fig. 5). As 
ploidy increased, the expression of FLOII and 

invasiveness decreased. In addition, M T a l a  
cells showed less FLOII exuression (Figs. 2 
and 3) and less invasiveness ( ~ i ~ .  5, c'A D) 
than did mating-type homozygotes of the same 
ploidy. Thus, ploidy (as well as mating type) 
governs this key developmental process. 

The deficit of FLOll expression in cells 
of higher ploidy is directly connected with 
diminished invasion and is not simply a co- 
incidental effect. A FLOll multicopy plas- 
mid restored invasiveness to a tetraploid (Fig. 
5, E and F). Thus, ectopic overexpression of 
FLOII can counteract the loss of invasive- 
ness resulting from increased ploidy. 

Patterns of gene expression associated with 
ploidy are not likely to be caused by alterations 
in growth rate or viability, or to be manifesta- 
tions of differences such as the time of entry to 
diauxic shift during culture growth. For all of 
our strains, the exponential growth rates were 
similar and cell viabilities were greater than 
95% (6). Expression patterns were monitored 
in cells at the same stage of exponential-phase 
growth. Furthermore, there is only one gene, 
YER067W, in common between the set of 17 
ploidy-regulated genes and 98 genes induced or 
repressed early in diauxic shift (19). 

There are several mechanisms by which 
gene transcription could respond to ploidy. 
Here we consider two: sensing gene dosage 
(20) and sensing total DNA content. In our 
ploidy series there are no changes in the 
dosage of any gene relative to other genes. 
However, the absolute number of each gene 
per cell is increasing and could be sensed by 
transient pairing of homologous chromo- 
somes. Such transient pairing has been ob- 
served in humans, Drosophila, and Saccha- 
romyces (21). Homologous pairing has been 
implicated in transvection, dominant posi- 
tion-effect variegation, and gene silencing, all 
of which involve alterations in gene expres- 
sion (22). If pairing is responsible for ploidy- 

FLoii* 

n floll 

Fig. 5. Control of invasive growth by ploidy and 
mating type through FL077 expression. Inva- 
sive growth of strains [(A), genotypes] was 
visualized by washing the surface cells from a 
rich-medium petri plate with water (76). The 
plate is shown before washing (B), after a brief 
wash (C), and after extensive washing (D). A 
FL07 7 + multicopy plasmid, but not the vector 
plasmid (pRS202, 2 p m  URA3), restores inva- 
siveness to a haploid flo7 7 null mutant (as a 
control) and to  a tetraploid [(E), genotypes, all 
strains are MATa; (F), after washing]. 

dependent regulation, then the presence of 
more homologs may increase the number of 
transient pairing interactions. Alternatively, 
the increase in the amount of DNA per cell 
presumably results in increased nuclear size 
and a reduction in the nuclear surface areal 
volume ratio. These changes may affect the 
import and nuclear concentration of regula- 
tory proteins, which could result in the alter- 
ations in transcription we observe. 
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A Functional Assay for 
Centromere-Associated Sister 

Chromatid Cohesion 
Paul C. Megee and Douglas Koshland* 

Cohesion of sister chromatids occurs along the entire length of chromosomes, 
including the centromere where it plays essential roles in chromosome segregation. 
Here, minichromosomes in the budding yeast Saccharomyces cerevisiae are ex- 
ploited to  generate a functional assay fo i  DNA sequences involved in cohesion. The 
centromeric DNA element CDElll was found to  be necessary but not sufficient for 
cohesion. This element was shown previously to  be required for assembly of the 
kinetochore, the centromere-associated protein complex that attaches chromo- 
somes to  the spindle. These observations establish a link between centromere- 
proximal cohesion and kinetochore assembly. 

The cohesion of replicated chromosomes (sister 
chromatids) is established near the time of 
DNA replication and persists until the met- 
aphase-anaphase transition in mitosis. Cohesion 
proximal to the centromere on sister chromatids 
sterically constrains the centromeres so that 
they attach to microtubules emanating from 
opposite spindle poles. This ensures segrega- 
tion of sister chromatids in opposition in the 
ensuing anaphase. In addition, the dissolution 
of cohesion is thought to be a key element in 
regulation of the metaphase-anaphase transi- 
tion (I). 

To understand the molecular basis of sis- 
ter chromatid cohesion, it is necessary to 
identify and characterize the proteins and 
DNA elements important for this process. 
Proteins involved in cohesion have been 
identified and shown to be conserved from 
yeast to vertebrates (2-4). However, identi- 
fication of requisite DNA elements has been 
thwarted by the fact that cohesion is not 
restricted to the centromere but occurs along 
the entire length of the chromosome (5, 6). 
These observations suggest that cohesion fac- 
tors may bind to chromosomes nonspecifi- 
cally like histones or specifically to multiple 
sites. In either case, the DNA elements are 
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functionally redundant, precluding their iden- 
tification by classic genetic approaches. 

The budding yeast is a powerful model sys- 
tem for analysis of DNA elements required for 
chromosome transmission because of the abil- 
ity to construct 5- to 25-kb circular minichro- 
mosomes. Analysis of these minichromosomes 
led to identification of origins of replication 

Dissociation 

Fig. 1. Sister minichromatid cohesion assay. 
The minichromosome centromere (oval) is lo- 
cated between site-specific recombination sites 
(arrows). Black rectangle represents an ARS, the 
origin of replication. Hatch mark indicates the 
location of the test site used for mapping cen- 
tromere-associated cohesion activity (see Fig. 
4). Recombination results in excision of the 
intervening DNA, producing an acentric 
minichromosome and a minichromosome con- 
taining the centromere. Recombination (8) is 
induced in C,-stage cells containing a mini- 
chromosome of interest, and cells are then 
released from the C, block. The extent of sister 
minichromatid cohesion on the larger, acentric 
minichr~m~s~mes was assessed microscopical- 
ly in cells sampled after release from the C, 
block or after mitotic arrest. 
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