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the peptide-MHC clusters that accumulate 
in the center of the mature synapse are di- 
rectly proportional to the initial density of 
peptide-MHC complexes present in the 
lipid bilayer. Importantly, maximum pro- 
liferation of T cells is triggered as soon as 
a minimum threshold density of peptide- 
MHC complexes is reached in the mature 
synapse. The lowest initial density of pep- 
tide-MHC complexes in the bilayer that is 
capable of triggering synapse formation 
and T cell proliferation compares rather 
well with the minimum density of specific 
peptide-MHC complexes that must be dis- 
played on antigen presenting cells to trig- 
ger T cell activation. 

It is likely that the T cell receptor acts 
as a molecular processor, translating the 
different half-lives of its interactions with 
ligands into distinct biological outcomes 
(5). The Grakoui findings support this 
view: Short-lived T cell receptor-ligand 
interactions result in the formation of dis- 
organized contact points that differ from 
those induced by longer lived interactions. 
These looser contacts, however, are still 
capable of triggering less demanding bio- 
logical responses. Previous studies have 
shown that suboptimal peptides can weak- 
en or even prevent a T cell response to an 
optimal peptide. It will be interesting to 
see whether this effect correlates with the 

Analyzing the lipid bilayers by fluores- 
cent photobleaching recovery established 
that the peptide-MHC complexes in the 
center of the mature synapse are stable and 
do not exchange with peptide-MHC com- 
plexes localized outside the contact area. 
Examination of the removal by endocyto- 
sis of T cell receptors from the cell surface 
after stimulation with specific peptide- 
MHC complexes has prompted the sugges- 
tion that a single peptide-MHC complex 
can engage and sequentially trigger up to 
200 specific T cell receptors in less than 
an hour (6). Because the experimental sys- 
tem of Grakoui et al. provides only indi- 
rect information about the dynamics of 
ligand-bound T cell receptors, it remains 
to be determined whether they undergo in- 
ternalization and are replaced by new re- 
ceptors. combining the Grakoui imaging 
system with T cell receptors tagged with 
green fluorescent protein should settle this 
important issue. 

It has been argued that ligand-occupied 
T cell receptors need to congregate into 
tight arrays to deliver effective intracellu- 
lar signals (7, 8). Once the mature synapse 
has been formed, however, the density of 
signaling T cell receptors is expected to 
mirror the density of central peptide-MHC 
clusters, which the investigators calculated 
to be about 100 molecules/pm2. This den- 

results do not support the idea of densely 
packed arrays of signaling T cell receptors. 

The findings of Grakoui and colleagues 
clearly link the biological potency of T cell 
receptor ligands to their capacity to or- 
chestrate the active assembly of an im- 
munological synapse. The distinctive con- 
tact points formed by the T cell surface 
may polarize the delivery of secondary 
messenger molecules to a confined region 
of the cell and protect the T cell receptor 
core from dephosphorylation by protein 
tyrosine phosphatases. We do not know 
whether the stereotyped behavior of im- 
munological synapse formation document- 
ed by the elegant real-time imaging of T 
cells interacting with lipid bilayers applies 
to the meeting of nayve T cells and profes- 
sional antigen presenting cells or to the se- 
quential engagement of cytotoxic effector 
T cells with target cells. Resolution of 
these questions will have to await a sequel, 
which, if the current report is anything to 
judge by, should be well worth watching. 

References 
1. k Crakoui et al.. Science 285.221 (1999). 
2. M. L Dustin, L M. Ferguson, P.Y. Chan, T. A. Springer, 

D. E. Colan. J. Cell. BioL 132,465 (19%). 
3. C. R. F. Monks. B. A. Freiberg, H. Kupfer, N. Sciaky, A. 

Kupfer, Nature 395.82 (1998). 
4. M. L. Dustin et al., J. 9/01. Chem. 272.30889 (1997). 
5. B. Malissen, Science281,528 (1998). 
6. 5.Valitutti. 5. Muller, M. Cella. E. Padova, A. Lanzavec- 

chia. Nature 375.148 119951. 
ability of suboptimal peptide-MHC com- sity is only slightly higher than that of un- 7. Z. Reich eta[., ibk. 38 i ,  617'(1995). 

plexes to prevent the formation of im- occupied T cell receptors sitting on the :: ~ ; ~ ~ ~ ~ e ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ , l ~ ~ ~ s B i x k m ~  
munological synapses. surface of quiescent T cells, and so these ~ c i .  19,354 (1994). 

P E R S P E C T I V E S :  A T M O S P H E R I C  S C I E N C E  

Summer in the Stratosphere 
D. W. Fahey and A. R. Ravishankara 

S 
ince the discovery in 1985 that an 
ozone hole develops over the Antarctic 
in the late winter and early spring, in- 

tense research efforts have clarified the roles 
of atmospheric transport and chemistry in 
stratospheric ozone changes. The initial fo- 

cus of the research 
Enhanced online at was on the winter- 
wwwxiencemag.orglcgiI time conditions, but 
content/fulV285/5425/208 more recently the 

stratospheric polar 
summer has received increased scrutiny. 

Average ozone concentrations in the po- 
lar stratosphere show a pronounced cyclical 
variation over the course of the year (see the 
figure at the right). In winter and early 
spring, ozone builds up at the poles as 
ozone-rich air is transported from lower lat- 
itudes toward the polar regions. But when 
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A cycle o f  destruction and recovery. Annual 
cycle of column ozone abundances averaged 
over 60° to  90°N for 1979-94 (without years 
affected by volcanic eruptions). Data are from 
the TOMS satellite (W. Randel, National Center 

transport to high latitudes slows and solar for Atmospheric Research). The mean value 
illumination increases in late spring and (red line) and range of values (green area) are 
summer, catalytic ozone destruction leads shown. A similar seasonal cycle is revealed by 

to substantial ozone decreases (-30%). data from high latitudes in the Antarctic re- 

Here we discuss why ozone decreases in the gion. Losses of ozone in the Arctic and Antarc- 

summer polar stratosphere, how this de- tic regions have lowered column values in both 

crease differs from the winter-spring ozone late winter-early spring periods during the last 

depletion, and how well we understand the lo to l5 years (75).Averaging the data for the 

underlying chemistry. Arctic over 60° to  90°N and not just inside the 
vortex masks the winter-spring decreases. 

Ozone is produced 
via solar ultraviolet pho- 500 
tolysis of oxygen and de- 
stmyed through catalytic = 
cycles involving reactive = 
nitrogen (NO,,), halogen m- 

I 
(chlorine and bromine), 
and hydrogen species 
(HO,) (1-3). Among the 
NO? species, NO, is the - 
major catalyst (see the 8 300 

top panel in the figure on 
the next page). Strato- I - 
spheric NO, and HO, are Jan Mtll Mey J & ' &  & 
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predominantly natural in origin, and 
their abundance has not been altered 
substantially by human activity (I). 
In contrast, the halogen content of 
the stratosphere has increased 
markedly over the past decades 
mainly because of human activity 
(I). This is the cause of the ozone 
hole. Atmospheric transport also af- 
fects stratospheric ozone concentra- 
tions; most ozone is produced in the 
tropical stratosphere and transport- 
ed to higher latitudes. 

The balance between photolyt- 
ic production, transport, and 
chemical destruction determines 
the abundance of ozone at any 
particular stratospheric location. 
This balance is also strongly sea- 
son dependent. In addition, the 
relative contribution of the three 
types of catalytic destruction of 
ozone differs between the summer 
and winter-spring (2-4). In winter 
and spring, the halogen cycle pre- 
dominates over those of NO, and 
HO,. Throughout most of the year, 
chlorine, which originates from 
chlorofluorocarbons and related 
compounds, resides predominant- 
ly in molecules that do not react 
with ozone (chlorine nitrate and 
hydrochloric acid). But when 
stratospheric temperatures drop 
below 205 K over the winter- 
spring poles, heterogeneous reac- 
tions effectively convert these 
reservoir molecules to reactive 
chlorine species (such as chlo- 
rine monoxide). In concert with 
bromine, this reactive chlorine de- 
stroys ozone in catalytic reaction 
cycles at rates that locally can ex- 
ceed 1% per day (5). When low 
temperatures cease near the end of 

as-phase reactions 

(2) because NO3, the intermediate in its 
formation, is photolyzed within a few sec- 
onds, thereby preventing N205 formation. 
It is the absence of N205 hydrolysis that 
allows NO, and its associated ozone de- 
struction rate to increase so dramatically in 
summer air masses. The NO, family sim- 
plifies to a near "gas-phase-only" system 
in these air masses because the NOJHN03 
ratio becomes primarily controlled by the 
OH + NO2 and OH + HN03 reactions and 
HN03 photolysis (see the bottom panel of 
the figure to the left). Although continuous 
photolysis enhances the role of BrN03 hy- 
drolysis, it cannot compete with the gas- 

phase reactions. 
Aircraft, balloon, and / ' \ satellite measurements have 

confiied the important role 
of NO, in the summer strato- 
sphere (4, 8, 9). Recent ex- 
tensive in situ and remote 
measurements of NO, initial- 
ly could not be reproduced 
satisfactorily with highly 
constrained photochemical 
box models (8, 9). The avail- 
ability of more accurate lab- 
oratory data for the OH + 
NO2 (10, 11) and OH + 
HN03 (12) reactions dramat- 

Jan I Mar 1 Jul 1 Se;, , ' ically improved the agree- 

Date 
ment (8, 9). These compar- 
isons of observations and 

Chemistry of summertime ozone destruction. (Top) Principal compo- model simulations demon- 
nent species of stratospheric reactive nitrogen (NO,) and their intercon- strated a very accurate un- 
version processes. Red arrow, heterogeneous process; white arrow, photd- derstanding of the fast photo- 
ysis; and black arrow, gas-phase reactions. [Adapted from (a)] (Bottom) chemistry of stratospheric re- 
Important interconversion processes of reactive nitrogen in the polar active nitrogen species over 
stratosphere over the course of the year. The dark shading indicates re- the summer poles. 
gions that have interrupted solar illumination within a 24-hour period.The However, ozone abun- 
light shading indicates regions of uninterrupted solar illumination. The ar- dances calculated with vari- 
rows roughly indicate conversion processes as in the top paneL The arrow 
thickness indicates the relative importance of the interconversion process- ous two- or three-dimension- 
es.The crosses indicate species that are at a negligible concentration. al generally exceed 

observations at summer high 
winter, chlorine returns to its in- 
active forms and ozone levels begin to re- 
cover. The extent of this winter-spring de- 
pletion has increased with enhanced hu- 
man-induced halogen emissions in the 
past decades. In contrast to winter and 
spring, polar stratospheric temperatures 
during the summer remain well above 205 
K, precluding the intense heterogeneous 
activation of chlorine. Other loss mecha- 
nisms must then be responsible for the ob- 
served summertime ozone decrease. 

During the summer, large regions of the 
polar stratosphere receive uninterrupted sun- 
light for many weeks (see the bottom panel 
in the figure above). Photolysis reactions, 
several of which are complete ozone destruc- 
tion cycles, occur continuously under these 
conditions. As a result, the NOJNO, ratio 
increases substantially, and NO, becomes the 

predominant catalyst for ozone loss. Sum- 
mer ozone production rates and the transport 
of ozone-rich air from lower latitudes and 
higher altitudes are too slow to offset this de- 
struction (3), which can locally exceed 0.3% 
per day. Consequently, total ozone concen- 
trations continuously decrease throughout 
high latitudes in late spring and summer. 

The hydrolysis reactions of N205 and 
BrN03 on background sulfate aerosols are 
efficient with rates that are almost inde- 
pendent of temperature in the stratosphere 
(1, 6, 7). These reactions represent two im- 
portant pathways that convert NO, to 
HN03 within the NO, family and thus re- 
duce the NO, available for ozone destruc- 
tion. However, daily N205 production 
ceases abruptly with the onset of continu- 
ous photolysis in high-latitude air masses 

latitudes (13). Including the 
new rate coefficients for the OH reactions 
with NO2 and HN03 provides only modest 
improvements. The contribution to summer 
ozone destruction by chlorine and hydro- 
gen species are much less than that of NO, 
and NO, increases actually moderate the 
loss from the other catawc cycles. Mea- 
surements of chlorine and hydrogen 
species in the summer stratosphere are gen- 
erally -ciently well represented by these 
models and are unlikely to be the source of 
the difference. Poleward stratospheric 
transport is weakest jn the summer season. 
The discrepancies bktween measured and 
observed ozone amounts are most likely a 
result of inaccurate modeling of this trans- 
port. Thus, a more accurate representation 
of model transport is expected to improve 
these long-term simulations. 
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SCIENCE'S COMPASS 

We now understand in some detail how 
the combined effects of transport, chemical 
ozone production, and catalytic ozone loss 
control ozone during the annual cycle of 
stratospheric conditions. The summer ozone 
decreases at high latitudes will persist in the 
future because natural (NOx) rather than hu­
man-induced (halogen) species are primarily 
responsible for ozone destruction there. In 
contrast, the winter-spring ozone destruction 
will gradually lessen in the next decades as 
halogen emissions steadily decrease—bar­
ring other changes to the stratosphere such 
as major cooling of this region due to green­

house gases (14). Although the summer and 
winter polar stratospheres have similar po­
tential for chemical ozone destruction, dif­
ferences in sunlight and temperature keep 
their ozone abundances poles apart. 
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Polyploidy—More Is More 
or Less 

Philip Hieter and Tony Griffiths 

Biologists tend to think of the normal 
ploidy (number of complete chromo­
some sets) of cells as either diploid 

(2n) or haploid (n). Yet examples of poly­
ploidy (more than two sets of chromo­
somes) abound among plants and animals 
(1, 2). The bananas we eat are triploid 
(3n); wheat is hexaploid (6n). At least half 
of the natural species of flowering plants 
are polyploid and, although polyploid ani­
mal species are less common, some 
groups, such as salmonid fish and certain 
amphibians, have clearly evolved by dou­
bling or tripling their ploidy. 

Cells differing only by their ploidy are 
identical in terms of DNA sequence infor­
mation and relative gene dosage, and yet 
are often quite different in terms of physi­
ology, morphology, and behavior. How 
can this be so? A report by Galitski et ai. 
on page 251 of this issue (3) provides a 
satisfying answer. In a convincing demon­
stration of the power of DNA chip tech­
nology, these authors found that yeast 
(Saccharomyces cerevisiae) with different 
ploidies had different patterns of gene ex­
pression. Their findings provide definitive 
evidence for a ploidy-driven mechanism 
of gene regulation that may be important 
in a variety of biological states. 

Changes in ploidy during cell differen­
tiation appear to be important in develop­
ment. Almost all plants and animals gen­
erate specific sub-populations of poly­
ploid cells by endoreduplication cycles 
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Ploidy paradox. Yeast strains that differ only in 
their ploidy show different patterns of gene ex­
pression. The mRNA levels (wavy lines) for 
three genes are shown in haploid (1n) and 
tetraploid (4n) yeast strains. ACT!, like most 
genes, is not affected by an increase in ploidy. 
A small subset of genes is dramatically re­
pressed (for example, CLN1) or induced (for 
example, CTS1) in response to increased ploidy. 
Changes in ploidy also affect the expression of 
many more genes, but not as dramatically. 

(DNA replication in the absence of cell 
division) during tissue-specific differenti­
ation (4). For example, the ploidy of 
megakaryocytes (the cells that produce 
blood platelets) ranges from 16n to 64n; 
that of cardiomyocytes (heart muscle 
cells) from 4n to 8n; and that of hepato-
cytes (liver cells) from 2n to 8n. A related 
phenomenon, polyteny (chromosomes 

consisting of multiple strands), is also 
found during development, the best-
known example being the giant salivary 
gland chromosomes of insects. Many can­
cer cells are polyploid, raising the still un­
resolved issue of whether an increase in 
ploidy contributes to, or is a consequence 
of, tumor development (5). 

Ploidy also varies by a factor of 2 dur­
ing mitotic (Gj versus G2 phase) and mei-
otic (germ cell versus gamete) cycles of 
cell division. Mitotic cells double their 
ploidy during DNA synthesis, and ploidy 
is restored at cell division. Meiotic cells 
reduce their ploidy by half during gameto-
genesis, and ploidy is restored upon fertil­
ization. Thus, changes in ploidy common­
ly occur both in normal states (during dif­
ferentiation in multicellular organisms, in 
the evolution of species, and in the DNA 
replication and cell division of mitosis 
and meiosis) and under abnormal condi­
tions such as disease. 

The elegance and rigor of the experi­
mental design in the Galitski et ai. study 
could only be achieved in yeast at this point 
in time. First, using genetic trickery and a 
clever series of manipulations, a perfectly 
isogenic (genetically identical) set of yeast 
strains differing only in ploidy (In, 2n, 3n, 
4n) were constructed and compared. Sec­
ond, yeast is the only eukaryotic organism 
for which whole-genome expression analy­
sis (that is, the identity of each expressed 
gene and its level of expression) can be de­
termined completely in a single experiment. 

The investigators used DNA chip tech­
nology to analyze mRNA levels for all 
genes in yeast strains that varied only in 
their ploidy. They then searched the data 
for genes whose expression, relative to to­
tal gene expression, increased or de­
creased as the ploidy changed from hap­
loid to tetraploid. Most genes showed no 
change in mRNA levels relative to total 
RNA. However, when the investigators in­
troduced a stringent cutoff requiring a 10-
fold difference in gene expression be-
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