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ms time constant of a micrometer-sized elec- 
trode (IS) (having a large counterelectrode) 
suggests that very high-frequency operation 
may be achievable for single nanotube actua- 
tors, this remains to be experimentally demon- 
strated. Our llanotube actuators are first proto- 
types, and much more work is required before 
the potential advantages of this teclulology can 
be expeliinentally assessed in practical devices. 

Nevertheless, relatively inodest improve- 
inents in the presently demonstrated actuator 
properties may enable such applications as elec- 
trically activated microcantilevers for medical 
catheter applications, where a low operation 
voltage is a inajor advantage. Using high-tem- 
perature electrolytes (molten or solid state), it 
nlay be possible to make nanotube schlators 
that fiulction at temperahlres far above those 
usable for ferroelectlics, which might be iillpor- 
tant for such applications as airflow control in 
jet engines. 4 1 ~ 0 ,  demonstrations of nanohlbe 
actuator operation in seawater and in saline 
solutions, which are electrochemically like 
blood, suggest various possible marine and bio- 
medical applications. Finally, nanotube ach~a- 
tors could be nm in reverse to convert mechan- 
lcal energy to electrical energy for lnecha~lical 
sensor and energy-conversion devices. Ferro- 
elechics generate low currents at high voltages, 
but the nanotubes mould provide high currents 
at low voltages. This effect is desirable for 
minimizing the effect of lead capacita~lces for 
remotely located sensors; for example, so that 
sensor-response aillplifiers need not be located 
down-hole when doing seismology for oil ex- 
ploration. If nanotubelike mechanical proper- 
ties can be exploited to provide large inputs 
of mechanical energy, the output volumetric 
(or gravimetric) electrical energy per cycle 
would be much higher than that produced by 
alternative technologies. This feature, as well 
as the feasibility of operation at low frequen- 
cies, may eventually enable such applicatiolls 
as the conversion of the mechanical energy of 
ocean waves to electrical energy. 
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The Magnetic Excitation 
Spectrum and Thermodynamics 

of High-T, Superconductors 
Pengcheng Dai,'" H. A. Mook,' S. M. Hayden,' C. A e ~ p l i , ~  

T. C. ~err ing ,~  R. D. Hunt,' F. ~ o g a n ~  

Inelastic neutron scattering was used to study the wave vector- and frequency- 
dependent magnetic fluctuations in single crystals of superconducting 
YBa,Cu,O,,,. The spectra contain several important features, including a gap 
in the superconducting state, a pseudogap in the normal state, and the much- 
discussed resonance peak. The appearance of the pseudogap determined from 
transport and nuclear resonance coincides with formation of the resonance in 
the magnetic excitations. The exchange energy associated with the resonance 
has the temperature and doping dependences as well as the magnitude to 
describe approximately the electronic specific heat near the superconducting 
transition temperature (T,). 

The parent conlpounds of the high transition 
temperature (high-T:,) cuprate superconductors 
are altifel~ornagnetic (AX) illsulators character- 
ized by a simple doubling of the clystallograph- 
ic unit cells in the CuO, planes. \\%en holes are 
doped into these planes, the long-range AF- 
ordered phase disappears and the lamellar cop- 
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per oxide materials beconle metallic and super- 
conducting with persistent short-range AF spin 
col-relations (fl~~chlations). Although spill fluc- 
tuations in cuprate superconductors are ob- 
served for materials such as YB~,CU,O,,~ [de- 
noted as (123)0,.,,] at all hole-doping levels, x 
(1-6), the role of such fluctuations in the pair- 
ing mechanism and superconductivity is still a 
subject of controversy (7). The most prominent 
feature in the fluctuations for (123)0,_, is a 
sharp resonance, which for highly doped com- 
positions appears below the superconducting 
transition temperature Tc at an energy of 41 
meV (1-3). We show that the temperature- 
dependent resonance intensity is correlated with 
the electsoaic part of the specific heat of 
(123)0,_,, C"(x,T) (8, 91, including the ex- 
tended fluctuation regime ("pseudogap phase"), 
and that the pseudogap temperature T* deter- 
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mined from the onset of the resonance intensity 
agrees with results of transport and nuclear 
magnetic resonance (NMR) techniques. By 
making absolute intensity measurements of the 
magnetic resonance, Sres(q,w), we estimate the 
contribution of its exchange energy (10, 11) to 
the Ce'(x,T) anomaly around Tc. We find that 
the temperature and doping dependence of the 
resonance exchange energy can account for the 
Ce'(x,T) anomaly (9), suggesting that a large 
part of this anomaly is due to spin fluctuations. 

Our experiments were performed using 
triple-axis spectrometers at the High-Flux 
Isotope Reactor (HFIR) of the Oak Ridge 
National Laboratory (2, 4) and the MAR1 
direct geometry chopper spectrometer at the 
ISIS pulsed spallation neutron source of the 
Rutherford Appleton Laboratory (12). The 

tions that are in-phase (acoustic or X",,) or 
out-of-phase (optical or x",,) (15) with respect 
to the neighboring plane will have different 
spectra (1-6). That the optical excitations occur 
at higher energies than the acoustic excitations, 
and are characterized by a substantial gap even 
in the normal state at 80 K, demonstrates that 
the bilayer coupling remains antiferromagnetic 
on going from the insulating parent to the su- 
perconducting metal. Upon lowering the tem- 
perature from 290 to 35 K, the most dramatic 
change in the local-susceptibility xl'(o) for en- 
ergies less than 100 meV is the appearance of a 
resonance at 34 meV in the acoustic mode, as 
shown in the shaded areas of Fig. 1. For x = 
0.6, the resonance is present not only below Tc 
but also at 80 K, albeit in reduced form. Beyond 
the resonance, there is a broad feature extending 

momentum transfer (q,, q,, q,) is measured in at least to 220 meV, with a maximum at ap- 
units of A-I and reciprocal space positions proximately 75 meV. This broad feature is rem- 
are specified in reciprocal lattice units (rlu) 
(h,k,l) = (qxa/2.rr, qyb/2.rr, qZc/2.rr), where a, 
b (-a), and c are the lattice parameters of the 
orthorhombic unit cell of (123)0,+,. For this 
study, we prepared four single-crystal sarn- 
ples by the melt texture growth technique (2, 
4). Subsequent annealing resulted in oxygen 
stoichiometries of x = 0.6, 0.7, 0.8, and 0.93 
with superconducting transitions at Tc = 

62.7, 74, 82, and 92.5 K, respectively. 
The complete magnetic excitation spectra 

iniscent of the continuum, peaked at around 20 
meV, seen in the single-layer compound 
La,,,,Sr ,,,, CuO, (16). Well below the reso- 
nance peak, scattering is suppressed and a true 
spin-gap with a value of about 20 meV devel- 
ops in the superconducting state (Fig. 1A). At 
room temperature, the optical and acoustic 
spectra (Fig. 1, C and F) show no maxima over 
the range of our measurements. 

Because the most dramatic change in the 
magnetic spectrum is the change in the reso- 

(Fig. 1) are obtained by integration of the mag- nance intensity, we focused on the temperature 
netic neutron scattering over the two-dimen- and composition dependence of the resonance. 
sional Brillouin zone (BZ) of (123)0,+, for The detailed momentum and frequency depen- 
x = 0.6 at several temperatures (13, 14). B e  dence of Sres(q,o) obtained at I-IFIR at various 
cause the CuO, planes in (123)0,+, actually temperatures around the resonance energy for 
appear in coupled bilayers, magnetic fluctua- (123)0,, (Fig. 2) show that in the low-temper- 

YBa2c~306.6 (T, = 62.7 K) 
I ~ ' ~ ~ I ~ " ~ I ' ~ ~ ~ I ' ' ' ~  

acoustic AL 

Energy (meV) 

Fig. 1. Local- or wave vector-integrated frequency-dependent magnetic susceptibility ~ " ( o )  for 
acoustic and optical modes in (123)0,, corrected for the isotropic Cu2+ magnetic form factor and 
instrumental resolution (73). The effect of Cu2+ anisotropic form factor (27) is not considered. The 
data were collected with the crystal mounted in the (hh.1) scattering plane at the MAR1 
spectrometer at ISIS. (A through C) were chosen at q, positions to  emphasize acoustic modes, and 
(D through F) emphasize the optical modes. Integrating the area under the resonance peak and 
converting to  moment squared yields (mis )  = 0.06 +. 0.04 kB2f.u.-' at 35 K and 0.04 +. 0.03 
kB2f.u.-' at 80 K. The resonance in (123)0,, accounts for about 14% of the spectral weight up t o  
80 meV at 35 K (Fig. 1A) and about 1% of the total moment-squared 29 2p,2S(S + 1) = 6 
expected per formula unit (f.u.), assuming S = 112 for each Cu ion. Similarly, we found that the 
41-meV resonance for (123)0,,, has (mks) = 0.06 2 0.04 kB2f.u-' at 25 K. Note that the 
estimated error in (mis )  does not ~nclude the -30% systematic error involved in normalizing the 
scattering t o  a vanadium standard. 

ature superconducting state (Fig. 2A), the spec- 
trum is dominated by the resonance at 34 meV. 
At temperatures just above T, (Fig. 2B), the 
resonance broadens and decreases in intensity, 
consistent with the ISIS data of Fig. 1. The 
resonance peak intensity appears to shift 
smoothly toward higher energies in the normal 
state with increasing temperature. A signature 
of the resonance remains at 125 and 150 K, but 
essentially vanishes at 200 K. Previous temper- 
ature-dependent measurements for underdoped 
(123)0,+, indicate that the resonance peak in- 
tensity ck;gnges its characteristics at Tc (4, 5). 
Whereas the intensity at the resonance energy 
has a noticeable upturn upon cooling through 
Tc, the scattering at frequencies above and be- 
low the resonance decrease below Tc (4, 5). 

Fig. 2. The magnetic structure factor S,(q,o) 
around the resonance energy for (123)0,, at 
various temperatures. The data were taken with 
the HB-3 triple-axis spectrometer at HFIR using 
pyrolytic graphite as monochromator, analyzer, 
and filters. The collimations were (proceeding 
from the reactor to the detector) 50'-40'-80'- 
240', and the final neutron energy was fixed at 
30.5 meV. To compose the color figures, con- 
stant-energy scans along the (h.3h.1.7) direction 
(3, 4) from h = 0.42 to  0.58 rlu were performed 
at energy transfers of tie = 25,27,30,34,37,40, 
43, and% meV. Magnetic intensity was assumed 
to  be scattering above the linear badround of 
the constant-egergy scans. The scatteGg at dif- 
ferent temperatures was normalized to  300 mon- 
itor counts, which corresponds to 7 min per point 
at ho = 34 meV. Note the change in the vertical 
color bar scales, made to '  better display the 
marked decrease of the magnetic intensities on 
warming. 
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This behavior can now be understood as arising 
from the narrowing of the resonance in energy 
from the normal to the superconducting states. 

The temperature dependence of the reso- 
nance peak intensity [S,,(q,o)] for three 
(123)0,+, samples with different doping levels 
and transition temperatures is shown in Fig. 3, 
A through C. For x = 0.6, the temperature 
dependence of the momentum- and frequency- 
integrated resonance is found to be different 
from that of the peak intensity (Fig. 3A). For 
(123)0,,, similar behavior also occurs, but be- 
cause the resonance is weaker above T,, the 
counting times required to obtain reliable inte- 
grals of the type found for x = 0.6 are prohib- 
itive, and so we are content with simply plotting 
the peak intensities. Finally, for x = 0.93, no 
broadening in either energy or wave vector has 
been identified (1-3), and so in this case, the 
temperature dependence of the integrated spec- 
tral weight does actually follow the peak inten- 
sity. We define the mean-squared (fluctuating) 
moment associated with the resonance as (rnks) 
= 3/(2a) 5 d(ho)xl', (o)l[l - exp(-holkT)], 
where h is Planck's constant divided by   IT, k is 
Boltmann's constant, xl',,,(o) (14, 15) is the 
resonance part of the acoustic spectrum of Fig. 
1, and the factor of 112 arises from averaging 

Fig. 3. Temperature de- 
pendence of the reso- 
nance peak intensity (cir- 
cles) for (A) (123)0,, at 
fiw = 34 meV, (B) 
(123)O at 39 meV, and 
(c) (125jb,,,, at 40 mev 
at the (0.5,1.5,1.7) rlu po- 
sition on triple-axis spec- 
trometers at HFIR. Left 
axes show intensity nor- 
malized t o  (mkJ and 
right axes to  the peak in- 
tensity at low tempera- 
tures. The error bars in (A) 
through (C) include only 
the statistical errors of the 
triple-axis measurements. 
The squares in (A) are the 
integrated S,,(q,o) and 
the triangles in (C) are 
from (2). The T* values are 
defined as the initial ap- 
pearance of the resonance. 
The solid line in (C) below 
T, is a fit using the modi- 
fied two-fluid model [I(T)/ 
I(0) = 1 - (T/Tc)3.y. (0) 
The estimated d(m,,)/dT 
for (123)0,+, is from the 
temperature derivative of 
the solid lines in (A) 
through (C). To calculate 
the absolute magnitude of 
CT(x,T) using Eq. 2, we as- 
sumed ] = 125 meV (73), 

sin2(qzd/2) over q,. For (123)0,, and 
(123)0,,,,, our measurements are expressed in 
absolute units obtained by scaling to the low- 
temperature measurements performed on both 
compounds at ISIS (13). 

The most obvious feature of Fig. 3, A 
through C, is that as the doping level and Tc 
decrease, there is a progressively larger pretrani 
sitional regime above T,. Specifically, for the 
ideally doped sample (x = 0.93), the onset of 
the resonance occurs at a temperature T* which 
almost coincides with Tc. For x = 0.8 and 0.6, 
T* increases to approximately 1 15 + 15 and 
150 + 20 K, respectively, even while both Tc 
and the resonance energy itself are reduced. 
Thus, the weight of the temperature-dependent 
resonance joins the long list of properties that 
show pretransitional behavior in suboptimally 
doped (123)0,+,. The cross-over temperature 
T* (Fig. 4A) coincides with the temperatures 
below which the temperature derivatives of the 
electrical resistivity dp(T)/dT (19, 20) and the 
Cu nuclear (TIT)- ' relaxation rate (21) reaches 
a broad maxima. The anomalies occuning at 
T* are generally associated with the opening of 
a pseudogap in the low-energy spin excitation 
spectrum, a supposition also supported by neu- 
tron scattering data such as those in Fig. 1. 

(m;,) = 0.06 CL/f.u.-'; and 1 mol = 666.15 g for each of the three compositions. Note, we have not 
considered the uncertainties of CF(x,T) arising from the systematic erron in determining the absolute 
magnitude of (mZ ), due most notably to the ambiguity in removing the nonresonance portion of the 
signal (Fig. 1A). fl @(x,T) from (9) was converted to  SI units using 1 gram-atom unit. = 1/(12 + x)  
moles. 

According to thermodynamics, a metal un- 
dergoes a transition into the superconducting 
state because such a transition can lower its 
total free energy, F (22). The difference in free 
energy of the system between the normal state, 
extrapolated to zero temperature (F,) and the 
superconducting state (F,) is the condensation 
energy, that is, Ec = (F,- F,),,. In principle, 
the free energy of a system, and therefore Ec, 
can be derived from the temperature depen- 
dence of Ce'(x,T) (8). For (123)0,+,, Ce'(x,T) 
has been measured by Loram et al. (9). The key 
features of the corresponding data (Fig. 3E) are 
a sharp jump at Tc for the optimally doped 
(123)0,,,,, which becomes much suppressed 
upon reduction of the oxygen content. Although 
there is less entropy released at T,, more seems 
to be released at temperatures above T,, as x is 
reduced below its optimal value. Thus,-the spe- 
cific heat tracks the temperature derivative (Fig. 
3D) of the spectral weight of the resonance. Just 
as for the specific heat, decreasing doping re- 
duces the maximum in d(n~;~~)/dT at Tc and 
introduces progressively broader high-tempera- 
ture tails. 

In the t - Jmodel(23), the Hamiltonian of 
the system consists of a nearest-neighbor 

-0 20 40 60 80 100 
T, (K) 

Fig. 4. Phase diagram of (123)0,+, which sum- 
marizes the results of transport, NMR, and neu- 
tron scattering. Because of various methods of 
oxygenation, slightly different T, values are 
reported for the same nominal doping of 
(123)0,+,. We avoid this inconsistency by 
plotting characteristic temperatures as a func- 
tion of T,. (A) The open circles and open 
squares are temperatures at which dp(T)/dT 
reaches a broad maximum (79, 20). The open 
diamonds show the pseudogap temperature T* 
determined from NMR measurements (27). The 
filled circles locate T, and T*,  where the reso- 
nance first appears in our samples. (B) Filled 
circles show resonance energy versus the tran- 
sition temperature T,. Filled squares are from 
Fong et al. (5). Horizontal error ban are super- 
conducting transition widths. The solid lines are 
guides to  the eye. 
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hopping ( f )  term accounting for the kinetic 
energy (E,) o f  the carriers and a magnetic 
exchange ( J )  term o f  the type describing the 
insulatiilg AF parent compound (24) .  Mag- 
netic fluctuatioils with a paiticular wave vec- 
tor q contribute to the exchange energy (E,) 
via a product wit11 J(q) ,  the Fourier transfo11;l 
o f  the exchange interactions (10). Although 
lnagnetic spectra as complicated as those in 
Fig. 1 will be difficult to describe within such 
a simple model, the exchange part o f  the 
f - J Hamiltonian does provide a convenient 
way to quantitatively estimate the effect o f  
magnetic fluch~ations on the thermodynamic 
properties o f  high-Tc superconductors. For 
(123)0,+,., which has two coupled CuO, lay- 
ers per unit cell, the exchange interactions 
consist o f  the nearest-neighbor spin-spin cou- 
pling J in the same CuO, plane and the 
coupling J, bet~veen two CuO, planes within 
the unit cell. Since J is much larger than J, 
(24 ). the exchange energy is (1  0. 11, 25) 

where g is the Lande factor (= 2) and IJ-B is the 
Bohr magneton. Thus, Eq. 1 gives the conhi- 
bution of  the exchange energy to the total en- 
ergy. Because the heat capacity i s  the temper- 
ature derivative o f  the total energy, we can 
estimate how the magnetic fluctuations respon- 
sible for the resonance affect the thermodynam- 
ic properties o f  (123)0,,., (8, 9). As the reso- 
nance grows. more spins fluctuating at the res- 
onance fi-equency are correlated antiferromag- 
netically, and the exchange energy i s  
correspondingly reduced. Assuming that the 
spins accounting for the resonance are not spa- 
tially correlated at high temperatures and there- 
fore do not contribute to Eq. 1 ,  the contribution 
of  the exchange energy o f  the resonance ( E Y )  
to the speclfic heat. or C;r'"(u.T). is then 

Therefore, CL,"(x,T) is approximately pro- 
portional to the temperature derivative o f  the 
spectral weight o f  the resonance, as we al- 
ready discovered from comparison o f  our 
data with the measured specific heat. In de- 
riving Eq. 2 froin Eq. 1 ,  we relied on the fact 
that the resonance is sharply peaked around 

(,"la, d b ) .  The contribution o f  the resonance 
exchange energy to the heat capacity calculated 
using Eq. 2 with the measured exchange cou- 
pling J = 125 +- 20 meV for (123)0,,, (13) is 
shown in Fig. 3D (right-hand scale) and can be 
compared to the measured Ce'(x,T) o f  Loram et 
al. in Fig. 3E (9). The model calculation with 
no adjustable parameters shows that the reso- 
nance can provide enough temperature-depen- 
dent exchange energy to yield the supercon- 
ducting anomaly in the specific heat (26). Thls 
suggests that a large part o f  the specific heat 
near Tc and its associated entropy are due to 
spin fluctuations. 

Clearly. the measured specific heat includes 
contributions other than that due to the ex- 
change energy o f  the resonance (E;'"). Al- 
though we included the most obvious temper- 
ature-dependent feature in our calculation, the 
temperature evolution o f  the remainder o f  the 
spin excitation spectrum is neglected. Most no- 
tably, we ignored the formation o f  the spin 
pseudogap below T* and spln gap below T'. 
both o f  whlch could increase EJ. Further, we 
have not considered the contnbutlon o f  E, to 
Ce'(x,T) For superconductors, E, I S  expected 
to increase fiom the normal to the supercon- 
ducting state (10). Both this effect and spin 
(pseudo)gap formation could partially conlpen- 
sate for the reduction o f  EJ because o f  the 
appearance o f  the resonance. Such compensa- 
tion might explain why the area o f  the calculat- 
ed CYi(x,T) anomaly is considerably larger 
than that o f  the Ce'(x,T) measurement. 

In the next few years, the contributions 
missing from our analysis should become 
calculable using better neutron and optical 
conductivity data, which would provide the 
necessary information on the temperature- 
dependent magnetic exchange and kinetic en- 
ergy terms, respectively. It would also be o f  
considerable interest to make further model 
calculations to estimate the change in the 
resonance exchange energy between the nor- 
mal and superconducting states at zero tem- 
perature, and hence, the resonance exchange 
energy contrlbutlon to the condensation en- 
ergy (10. 11) Unfortunately, tlns comparison 
is difficult because the normal state S (y ,o )  
must be extrapolated to zero temperature. 
This cannot be done reliably with the our data 
here and presents a challenge for the future. 

In summary, we show that a pseudogap 
regime bounded by a temperature T* > Tc 
determined from transport, N M R ,  and ther- 
modynamic measurements can be associated 
with the appearance o f  the resonance peak 
and the suppression o f  the low-frequency re- 
sponse in the magnetic excitation spectrum. 
Our complete spectra allow us to establish the 
weight o f  the resonance relative to that o f  
other spectral features. A simple calculation 
o f  the exchange energy using the measured 
temperature dependence o f  the resonance 
shows that spin fluctuations can account for a 

large part o f  the electronic specific heat near 
the superconducting transition. 
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