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the underlying density of states and the 
change in the theoretical intensity is entirely 
due to extrinsic effects. 

To make a convincing case for a pseudogap 
from PE, a careful analysis of data using Eq. 6 
is required to extract a pseudogap. This sug- 
gests that meaningful investigation of electronic 
structure in poorly conducting materials re- 
quires a combination of PE with optical con- 
ductivity and electron energy loss measure- 
ments. This allows us to apply Eq. 6 and back 
out the density of states. A simple check can 
always be made. T l~e  inelastic part of the spec- 
trum is inversely proportional to the speed of 
the outgoing electron. as may be seen from Eq. 
1. Hence, to be' genuine, a pseudogap must be 
present in the observed intensity at all incoming 
photon energies. 

One may make some qualitative state- 
ments about the current situation in some of 
the more important classes of materials be- 
yond the CMR manganates. 

In good-quality high-Tc superconductors, 
the conductivity in the a-b  plane typically 
exceeds the Mott value. However: the con- 
ductivity along the c axis is often less. Thus, 
these materials form a marginal case for the 
loss mechanism described here. There are 
other vely strong indications that the pseu- 
dogap in the underdoped materials is quite 
real. ARPES itself shows that the pseudogap 
is momentum-dependent, which the loss is 
not. There is also corroboration from other 
experiments, tunneling being perhaps the 
most persuasive because it is also a direct 
measure of the DOS (12). On the other hand, 
details of line shapes may still be affected by 
extrinsic processes in high-q materials. A 
distinct sharpening of quasi-particlelike 
ueaks is often observed as the tem~erature is 
lowered and the dc conductivity increases. 
suggesting a decrease in energy loss. 

In 1D systems, conductivity in two direc- 
tions is very low. and one might expect the 
losses to be substantial. Intriguingly. it often 
appears to be the case that the gap or pseudogap 
measured in PE is greater than that given by 
other experiments. In (TaSe,),I for example, 
the PE gap at low temperatures is about 500 
meV, whereas other experiments give values 
near 250 meV (13). Another well-known ex- 
ample is TTF-TCNQ. At room temperature, dc 
transport data may be interpreted as that of a 
highly anisotropic gapless metal (14), but a 
pseudogap of 120 meV is observed in AFPES 
(2). ~ h e s e  are only hvo of numerous examples 
of this puzzling mismatch that can be cited in 
1D conductors. Such results are a strong indi- 
cation that extrinsic processes are influencing 
the 

1. 

photoelectron spectrum in these systems 
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Quantum Annealing of a 
Disordered Magnet 

Traditional simulated annealing uses thermal fluctuations for convergence in 
optimization problems. Quantum tunneling provides a different mechanism for 
moving between states, with the potential for reduced time scales. Thermal and 
quantum annealing are compared in a model disordered magnet, where the 
effects of quantum mechanics can be tuned by varying an applied magnetic 
field. The results indicate that quantum annealing hastens convergence to the 
optimum state. 

In their presentation of simulated anneal- 
ing, Kirkpatrick: Gelatt, and Vecchi (I) 
described a fundamental connection be- 
tween statistical inechanics and combinato- 
rial optimization. Complex systems subject 
to conflicting constraints, from the travel- 
ing salesman problem and circuit design on 
one hand to spin glasses and protein folding 
on the other: are difficult to solve because 
of the vast number of nearly degenerate 
solutions. The introduction of a variable 
"temperature" permits the simulation to 
naturally subdivide a problem by energy 
scale, and as the temperature approaches 
zero the system settles into a local mini- 
mum (Fig. 1) that should be comparable to 
the ground state of the system. 

If the settling is performed sufficiently 
slowly, then the minimum is guaranteed to be 
the ground state (2). However, complex sys- 
tems with many degrees of freedom may 
require impracticably long annealing sched- 
ules to achieve the true lowest energy config- 
uration. If barriers between adjacent energy 
minima are very high yet sufficiently narrow, 
it may be that quantum tunneling is a more 
effective means at energy minimization than 
pure thermal processes: with the potential to 
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hasten convergence to the ground state. 
As an example, consider the two-state 

spin system ("up" and "down") used to intro- 
duce tunneling in quantum mechanics. The 
application of a magnetic field perpendicular 
to the up-down axis induces off-diagonal 
terms in the Hamiltonian and enables tunnel- 
ing between the two measured states. The 
assembly of a macroscopic number of such 
quantum spins on a lattice represents Feyn- 
man's original concept (3) of a quantum me- 
chanical computer. Infoinlation at the inputs 
(the original spin state of the system) under- 
goes a series of quantum mechanical opera- 
tions, with the final set of ones and zeroes 
read at the outputs (the optimized, low-ener- 
gy spin state). Our experiment investigated 
a nontrivial optimization problem in statis- 
tical mechanics, namely, that of finding the 
ground state for a ferromagnet with a cer- 
tain proportion of randomly inserted anti- 
ferromagnetic bonds (which favor antipar- 
allel alignment of spins): and whether this 
problem can be solved more rapidly by 
quantum annealing than by classical ther- 
mal annealing. We started from the disor- 
dered, paramagnetic, high-temperature 
state in the dipolar-coupled Ising ferromag- 
net LiHo,.Y,_,F,, and read out the opti- .. . .. 

mized low-temperature state using conven- 
tional magnetic susceptometry. 

The Ising magnet L ~ H O ~ Y , _ ~ F ,  in a trans- 
verse magnetic field H, is the experimental 
realization of the simplest quantum spin mod- 
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where the a 's  are Pauli spin matrices, the JV's 
are longitudinal couplings, and r is a trans- 
verse field. Given that the commutator (X, 
a') is finite when r + 0, a' is no longer 
conserved and zero-point (quantum) fluctua- 
tions appear. The fluctuations increase with 
r, which tunes an order-disorder transition at 
temperature T = 0. Our experiments are very 
different from traditional ex~eriments on dis- 
ordered magnets where fields are applied par- 
allel to an easy direction for magnetization (4, 
5). In particular, for Ising systems such as 
ferromagnetic LiHoxY, -,F,, a longitudinal 
field simply polarizes the spins at all T and 
removes the possibility of a ferromagnetic 
phase transition. The transverse field T, how- 
ever, is not conjugate to the order parameter 
and retains a true phase transition. With this 
system we can directly compare the efficien- 
cy of quantum tunneling to classical thermal 
relaxation in finding the minima of a compli- 
cated energy landscape consisting of N - 

spins. 
In our experiments, the magnetic field Ht 

was applied perpendicular to the Ising axis 
(crystalline c axis) for the Ho spins. At low 
temperatures (T < 1 K), the only Ho3+ crys- 
tal field state that is appreciably populated is 
the (H, = 0) ground-state doublet, which can 

be split in continuous fashion with great pre- 
cision by the laboratory field Ht (6, 7). The 
splitting r plays the role of the transverse 
field in Eq. 1, whereas the doublet plays the 
role of the spin-112 eigenstates. For the 
present experiment, we selected a single crys- 
tal with 56% substitution of magnetically in- 
ert Y for Ho. The random dilution of mag- 
netic by nonmagnetic ions yields couplings 
between the magnetic ions of effectively ran- 
dom sign (8), which make the search for the 
ground state difficult in the rare earth lithium 
fluorides. The crystal was ground to a needle- 
like cylinder of aspect ratio three to minimize 
demagnetization effects. We suspended the 
cylinder from the mixing chamber of a heli- 
um dilution refrigerator inside the bore of an 
80 kOe superconducting magnet, with the 
field direction oriented along the crystal a 
axis (within 5"), perpendicular to the Ising 
axis (within 0.5'). A trim coil oriented along 
the Ising direction nulled any unwanted lon- 
gitudinal field component. The protocol for 
comparing equilibration due to quantum tun- 
neling and thermal hopping was straightfor- 
ward. We annealed using both methods to the 
same point in the temperature-transverse 
field plane, and then measured the complete 
ac susceptibility, X( f )  = x'( f )  + ixl'( f ), 
along the Ising axis with a standard gradiom- 
eter configuration and spectrum analyzer. 
Typical measuring frequencies (f) ranged 
between 1 and lo5 Hz. 

At low temperatures and large transverse 
fields, the mix of quantum mechanics and 
disorder converts LiHoo,,Yo,,,F, from a 
classical ferromagnet with Curie temperature 
T,(Ht = 0) = 0.673 K to a magnet with 

glassy, history-dependent behavior (9). The 
Ht-T phase diagram as well as two cooling 
protocols are shown in Fig. 1. The classical 
route (blue) crosses the phase boundary in 
zero transverse field, decreasing T from 0.800 
to 0.030 K and only then raising Ht to 7.2 
kOe, whereas the quantum route (red) cools 
to 0.030 K in large transverse field (24 kOe), 
proceeding through the order-disorder transi- 
tion with finite Ht and significant tunneling 
probability to the same nominal end point. 
The variation of T, Ht, and the real part of the 
magnetic susceptibility, x'( f = 15 Hz), with 
time t are compared for the thermal and the 
quantum computation (Fig. 2). Remarkably, 
the magnetic susceptibility of the system at 
the identical place in the Ht-Tplane arrives at 
a different value depending on the annealing 
protocol. This difference. survives to long 
times, at least on the order of days. 

Spectroscopy provides insight into the 
distribution and magnitudes of relaxation 

Fig. 1. Phase diagram of the disordered lsing 
magnet in transverse magnetic field H,. The 
transverse field introduces quantum channels 
for relaxation, continuously depressing the 
spin-ordering temperature to zero. PM, para- 
magnet; FM, ferromagnet; and G, glassy critical 
state, with the dashed line demarcating the 
crossover between FM and G. The quantum 
(red) and classical (blue) annealing protocols 
can provide different pathways to free energy 
minima. Letters A to D refer to specific points in 
the Ht-T plane discussed in the text. 

Fig. 2. Time evolution of the real part of the 
magnetic susceptibility, x', following classical 
(blue) and quantum (red) annealing histories at 
f = 15 Hz. Although the end point at T = 0.03 
K and Ht = 7.2 kOe is identical, the long-time 
state of the system is different. The demagne- 
tization limit for the sample geometry is X' = 
67 cm3/mol Ho. 

Fig. 3. Spectroscopy of LiHoo,,Yo,,,F, at the 
points A to D in Fig. 1 after both quantum and 
classical computations. Although the spectra 
begin together [(A) T = 0.6 K ,  Ht = 2.4 kOe)] in 
the classical ferromagnet, they start to diver e 
as T is lowered [(B) T = 0.4 K, Ht = 2.4 kOef], 
until deep in the glassy phase [(C) T = 0.03 K ,  
Ht = 7.2 kOe)] they exhibit widely different 
time scales and an unusual logarithmic depen- 
dence of X' on frequency f. Crossing back into 
the quantum paramagnet [ (D) T = 0.03 K, Ht = 
24 kOe)] restores independence to the anneal- 
ing history. 
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times for spin reorientation. We plotted 
x'( f )  over four decades of frequency (Fig. 
3) at points A to D in the phase diagram of 
Fig. 1. Spin relaxation proceeds conven- 
tionally, independent of the annealing pro- 
tocol, in the classical ferromagnet (Fig. 
3A). As temperature is reduced to T = 0.4 
K (Fig. 3B), differences start to emerge. 
The classically cooled spectrum is about 
half a decade to the left of the quantum- 
cooled data; the quantum protocol has 
yielded a state with relaxation times a fac- 
tor of 3 smaller than its classical counter- 
part. This effect increases dramatically on 
cooling deep into the ordered phase (Fig. 
3C). As f decreases toward 1 Hz, ~ ' ( f )  
grows logarithmically with roughly similar 
slopes for both annealing histories. The 
displacement between the two lines is now 
one and a half decades; quantum cooling has 
produced a state for which the relaxation times 
are a factor of 30 faster than those produced by 
classical cooling. Finally, keeping T fixed at 
0.030 K and increasing H, back into the para- 
magnet (Fig. 3D) narrows the spectroscopic 
response and restores the system's insensitivity 
to &meding method. 

The logarithmic divergence of x'( f )  at 
T = 0.030 K is shown (Fig. 4) over nearly 
five decades in frequency. As Ht grows, the 
spectra move to the right; there is a spectac- 
ular acceleration of the relaxation. At the 
same time, the shift between the spectra ob- 
tained by quantum and classical cooling al- 
gorithms shrinks so that at 10.8 kOe quantum 
cooling renormalizes the relaxation times by 
only a factor of 2. 

The different time scales for classical and 
quantum annealing are also clearly evident in 

tive response provides an additional basis for 
comparison. The quantum annealed data all 
converge and flatten at low frequencies, in- 
dependent of transverse field destination at 
low T, whereas the classical curves appear to 
head toward separate low-frequency, long 
time values. It is natural to associate the 
convergent state in the quantum computation 
with the ground state of the system. If the 
~ " ( f ;  Ht) quantum response remains coinci- 
dent and frequency independent as f + 0, 
then by the Kramers-Kronig relation the real 
components, ~ ' ( f ;  Ht), should be logarithmic 
inf; in agreement with what we have mea- 
sured directly (filled squares, Fig. 4). By the 
same token, the more diverse low-frequency 
behavior of ix" after classical cooling is re- 
flected in the generally greater bowing and 
reduced parallelism between the classical X' 
curves of Fig. 4. 

The logarithmically divergent x'( f )  = C 
In( fy,) (C is a constant), which characterizes 
the state G in the phase diagram of Fig. 1, 
implies that G is critical or marginally stable 
(10). It is a nearly ferromagnetic state with 
equally probable fluctuations out of that state 
on all (long) time scales. Quantum and clas- 
sical annealing protocols yield states that dif- 
fer primarily in the characteristic frequency 
f,. The dramatically enhanced f, found for 
quantum cooling shows that the addition of a 
tunneling term to the Hamiltonian (Eq. 1) 

. . . . . . .., . . . . . . .., . . . . . . . . . . .., . . . 
Quantum Cooling 

the imaginary part of the susceptibility, X" 
(Fig. 5), where the position of the peak re- 
sponse is the inverse of a typical relaxation 
time. Moreover, the low-frequency dissipa- 

Fig. 4. Spectroscopy of the real part of the 
susceptibility, x', at T = 0.03 K over five de- 
cades in frequency, demonstrating a faster time 
scale for quantum annealing (filled squares) 
over its classical counterpart (open squares), as 
well as a well-defined logarithmic divergence at 
low frequencies. 

Fig. 5. The imaginary component of the sus- 
ceptibility, ~ " ( f ) ,  at T = 0.03 K not only 
serves to emphasize the faster typical times 
when quantum tunneling is featured, but re- 
veals an apparent settling into the same state 
at low frequency, independent of the trans- 
verse field end point. The classical computation 
does not appear to have such simple convergent 
properties. 

yields a state with more rapid fluctuations. 
Most importantly, quantum cooling has al- 
lowed us to see more clearly and quickly that 
the ground state is likely a critical state: at 
T = 0.030 K and H, = 7.2 kOe, there is only 
one decade of logarithmic behavior for clas- 
sical cooling whereas there are already two 
and a half decades for quantum cooling. 

Our experiments on LiHoo,,Yo,,$, di- 
rectly demonstrate the power of a quantum 
mechanical term in the Hamiltonian for 
reaching a convergent solution, with obvious 
implications for designing simulated anneal- 
ing computer algorithms (11). They also raise 
more fundamental issues about strategies for 
the design of actual quantum computers. To 
date, th; favored route has involved building 
a quantum computer qubit by qubit, taking 
advantage of the extraordinary sensitivity and 
isolation possible in modem nuclear magnet- 
ic resonance techniques (12). Elaborate pro- 
tocols for addressing and manipulating indi- 
vidual qubits are then required to perform 
computations. Our work allows speculation 
about a less refined approach. We cast the 
computation as a classical spin problem, 
which we then solve by a combination of 
thermal cooling and the blanket application 
of a transverse field. The transverse field, 
which controls the tunneling probability, is 
eventually driven to a low or zero value, and 
the solution can be read out in the form of the 
resulting and-at that point--frozen spin 
configuration. 
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