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Arctic Ozone Loss Due to 
Denitrif ication 
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Measurements from the winter of 1994-95 indicating removal of total reactive 
nitrogen from the Arctic stratosphere by particle sedimentation were used to 
constrain a microphysical model. The model suggests that denitrification is 
caused predominantly by nitric acid trihydrate particles in small number den- 
sities. The denitrification is shown to increase Arctic ozone loss substantially. 
Sensitivity studies indicate that the Arctic stratosphere is currently at a thresh- 
old of denitrification. This implies that future stratospheric cooling, induced by 
an increase in the anthropogenic carbon dioxide burden, is likely to enhance 
denitrification and to delay until late in the next century the return of Arctic 
stratospheric ozone to preindustrial values. 

As a result of international regulations, tro- spheric concentrations are expected to follow 
pospheric chlorofluorocarbon (CFC) concen- with a time delay of 3 to 5 years (2). It is 
trations have started to decline (1) and strato- therefore expected that the severe chlorine- 

catalyzed ozone losses that have occurred 
over the Antarctic and more recently also 
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Fig. 1. (A) Arctic NO, profiles in mid- 
February 1995. Symbols: squares, bal- 
Loon-borne MIPAS-B observations (12); 
dots, aircraft-bome observations (76). 
Solid symbols are NO, measure- 
ments; open symbols mark NO; de- 
duced from MIPAS N,O measure- 
ments (13). NO; represents the unper- 
turbed case (without denitrification). 
The model calculations are denoted 
by lines [dotted line, mid-latitude ref- 
erence NO, profile (28); dashed line, 
scenario 0 with subsidence of air only 
(no particle sedimentation); red line, 
scenario 3 showing the effect of deni- 
trification due to sedimenting ice and 
NAT particles]. (B) Vertical redistribu- 
tion of NO, (red) and H,O (blue). In 
addition, measured ANO, is shown 
(0). 
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polar stratospheric cloud (PSC) particles 
(denitrification). Recent modeling studies (7) 
have indicated that the denitrification that 
occurs in the Antarctic may not be essential 
to explain severe ozone loss because Antarc- 
tic temperatures remain sufficiently low to 
allow for continuous denoxification and acti- 
vation of chlorine via heterogeneous reac- 
tions on PSCs. In the Arctic, where temper- 
atures are higher than in the Antarctic, deni- 
trification plays a more important role and 
can lead to increased ozone loss over the 
course of the winter (8). 

Despite future decreases in chlorine, low- 
er stratospheric temperatures resulting from 
anthropogenic greenhouse forcing might in- 
tensify ozone destruction by (i) enhancing 
heterogeneous chlorine activation rates, (ii) 
increasing the frequency of occurrence of 
PSCs, or (iii) intensifying denitrification. Us- 
ing a general circulation model with simpli- 
fied stratospheric chemistry including pro- 
cesses (i) and (ii) but not (iii), Shindell et al. 
(9) calculated that maximum ozone losses in 
the Arctic are expected around 2015, because 
of an 8 to 10 K colder Arctic spring strato- 
sphere resulting from positive feedbacks be- 
tween radiative, dynamical, and chemical in- 
fluences. Other studies have shown less cool- 
ing of the Arctic lower stratosphere (10) or 
even an enhanced frequency of stratospheric 
warmings ( I  I). 

Here, we concentrate on a refined model- 
ing of nitric acid redistribution by particle 
sedimentation, and show that denitrification 
in the Arctic winter 1994-95 accounted for 
up to 35% of the total ozone loss in the 
middle of the ozone layer. 

Balloon-borne measurements of total reac- 
tive nitrogen, NO, (= NO, + HNO, + 
CIONO, + 2N20, + H02N02), recorded by 
the MIPAS-B instrument (12) in the Arctic 
vortex on 11 February 1995 indicate a 50% 
deficit of NO, between 16 and 22 km (Fig. 1A). 
This is clearly identified by the difference be- 
tween measured NO, and NO; (Fig. 1B) [NO; 
is the value of NO,, assuming no denitrification, 
denoxification, or mixing of nonvortex air into 
the vortex (13), and was derived h m  sirnulta- 
neous N,O measurements]. 

Denoxification can be excluded from the 
balloon-borne temperature measurements with 
values above 200 K. Following the procedure 
described by Michelsen et al. (14), we used 
MIPAS-B CH, and N20 measurements to 
differentiate between the NO, lost as a result 
of mixing and that lost by sedimenting parti- 
cles, and found that at least 82% of the 
observed deficit was due to vertical redistri- 
bution of NO, by sedimenting particles (15). 
This is corroborated by a particularly strong 
surplus of total reactive nitrogen below 14 
krn altitude due to evaporating particles. This 
nitrification of the lowermost stratosphere 
was also observed on 9, 18, 21, and 24 Feb- 

ruary aboard a research aircraft carrying two 
instruments measuring NOy and HNO, (16). 
A second balloon flight 10 hours before 
MIPAS from the same location (1 7) showed 
the same signature of vertical redistribution, 
revealing that air masses separated by as 
much as 1500 km had been denitrified. These 
measurements confirm other indications of 
Arctic denitrification (18). 

These observations can be explained only 
in terms of HNO, particle sedimentation, 
leading to denitrificatlon at high altitudes and 

to nitrification below. A consideration of fall 
velocities as a function of particle radius 
shows that HNO, must be incorporated into 
large particles in order to fall far enough 
during the Arctic winter. Nitric acicCcontain- 
ing liquid aerosols (19) have typical radii 
between 0.01 and 0.4 pm, which constrains 
their sedimentation speed to less than a few 
meters per day (20). Likewise, if all back- 
ground particles served as sites for growth of 
solid nitric acid trihydrate (NAT = 
HN0,-3H,O), these NAT particles would re- 
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Fig. 2. (A) Fraction of vortex area where T < T,,. (B) Fraction of vortex area where T < Ti, - 1.5 
K (colored) and where T < Ti,, (enclosed by white line). (C) Vortex-averaged downward HNO, flux 
due to sedirnenting particles (scenario 3). 
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main too small to promote denitrification 
(21). 

In contrast, ice particles can grow to the 
large sizes necessary for rapid gravitational 
settling and have a high potential to denitrify 
stratospheric air because they strongly incor- 
porate gaseous HNO, in the form of NAT 
during their growth (22). In situ observations 
suggest the existence of a highly selective ice 
activation mechanism in synoptic-scale ice 
clouds, leading to number densities in the 
range n,,, = lo-, to lo-' ~ m - ~  (23). Such ice 
particles rapidly attain radii of several mi- 
crometers (with fall velocities up to l km per 
day) and remove HNO, from their environ- 
ment. Even if most HNO, originally resided 
in liquid droplets (19), their relatively high 
HNO, vapor pressure (enhanced by the de- 
creasing humidity as a result of ice growth) 
would force HNO, into the gas phase, where 
it would subsequently cocondense onto the 
ice particles. On the other hand, in the rela- 
tively warm Arctic stratosphere the short life- 
time of ice  articles restricts their efficiencv. 
However, denitrification could be enhanced 
if only a small number of NAT particles were 
released after evaporation of ice upon warm- 
ing. Evaporating ice particles with HNO, 
impurities might undergo one of two chang- 
es: (i) They might shrink as the water ice 
evaporates until large pure NAT residuals 
remain (22); or (ii) a NAT coating might 
form that protects the ice against complete 
evaporation (24), although recent laboratory 
work casts doubt on the existence of the latter 
mechanism (22). In both cases, the result is a 
small number of HN0,-containing particles 
that can exist up to the NAT equilibrium 
temperature, typically -196 K in the lower 
stratosphere (25). Arctic polar vortex condi- 
tions during winter 1994-95 were suitable 
for NAT occurrence on up to 50% of the 
vortex area, ensuring long lifetimes of NAT 
particles (Fig. 2A). The fraction of the vortex 
that can contain ice particles is much smaller 
(Fig. 2B), which suggests that the key role 
played by ice particles may not be sedimen- 
tary removal of HNO, directly, but rather the 
initiation of NAT particles that can persist 
much longer than ice and denitrify the vortex 
by more gradual large-scale gravitational set- 
tling. Number densities < 0.1 ~ m - ~  of large 
hydrate particles have indeed been observed 
under synoptic-scale conditions (26) as well 
as downstream of mesoscale ice PSCs (27). 

Particle sedimentation was simulated on the 
basis of a three-dimensional (3D) grid structure 
with a resolution of 2.5' X 2.5' X 100 m 
(altitude) and covering 30" to 90°N latitude and 
14 to 32 km altitude. Daily meteorological data 
from the European Centre for Medium-Range 
Weather Forecasts (ECMWF) were interpolat- 
ed onto the model grid, with maximum hori- 
zontal gradients of potential vorticity used to 
define the vortex edge. Volume mixing ratios of 

H,O and HNO, were initialized using observed approach to simulate the horizontal motion: For 
profiles (28). We assumed that HNO, = NO,, each time step, particles were formed on the 
typical for midwinter conditions in the pol& basis of the interpolated 3D ECMWF temper- 
vortex. Particle sedimentation rates, which are a ature field and displaced vertically according to 
function of particle radii, were calculated at their sedimentation velocities, and then their 
each time step in each grid volume in terms of HNO, was homogeneously distributed over the 
condensed H,O and HNO, amounts and pre- entire vortex area on their new altitude level 
scribed number densities (s,, nNAT). 
Ice nucleated in a grid volume whenever T 5 
Tee - ATic,, where ATice is an effective super- 
cooling. The amount of ice was determined 
assuming thermodynamic equilibrium, equally 
distributed among the particles, and then al- 
lowed to take up HNO,. The NAT residuals 
released upon ice evaporation were also as- 
sumed to be in thermodynamic equilibrium. In 

(which allows us to avoid using an involved 3D 
advection scheme). This simplification is justi- 
fied because the characteristic time for denitri- 
fication of - 1 month (Fig. 2C) gives sufficient 
time for a reasonable amount of horizontal mix- 
ing. This is consistent with similar denitrifica- 
tion (17) and nitrification (16) features ob- 
served on 5 days, which suggests a nonlocal- 
ized phenomenon. The neglect of horizontal 

addition, subsidence of air was taken into ac- gradients in HNO, and &O affects the calcu- 
count by using time- and altitude-dependent lated Ti, and T,,, negligibly (30). A more 
descent rates (typically 20 to 170 mlday) re- serious problem is that horizontal homogeniza- 
trieved from 1994-95 Halogen Occultation Ex- tion might lead to NAT or ice seeding of 
perirnent (HALOE) hydrogen fluoride mea- previously unaffected grid volumes. Al- 
surements using the method of Miiller et al. (3). though this process is desired in cases where 

Although vertical transport was treated in grid volumes are within advective reach of 
detail, horizontal transport has been simplified the NAT source regions over Northern Eu- 
in our model. First, the vortex was treated as rope and Siberia, unco~ected  volumes might 
completely isolated from mid-latitudes. This is become activated as well. However, in part 
a good assumption above -17 km altitude this is parried by properly adjusting the ef- 
(-420 K potential temperature) (15, 29), al- fective supercooling, AT,,, to 1.5 K, yielding 
though latitudinal mixing below this altitude excellent agreement of computed (red curve, 
may lead to a weaker nitrification than predict- Fig. 1A) and observed (W, Fig. 1A) values of 
ed by the model. Second, we chose a statistical NO,, on 1 1 February 1995. This clearly is a 
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Fig. 3. (A) Different microphysical mechanisms used in the denitrification model: scenario 1, 
nucleation (at TI,, - 1.5 K) and sedimentation of ice particles only; scenario 2, assuming additional 
nucleation of NAT particles (at T,, - 2.5 K) independently of ice formation; scenario 3, assuming 
NAT particles to nucleate on ice particles and to be released upon warming above the frost point. 
(B) Vertical redistribution of NO as a result of scenarios 1 to 3 compared to MIPAS-B observations. 
Colored regions show ANO, caculated using ECMWF temperatures unchanged and lowered by 1 
K. Measured ANO,, is also shown (0). (C and D) Temperature history and HNO, partitioning in 
scenario 3 along an idealized trajectory using a full kinetic treatment (27) of an aerosol distribution 
characteristic for the lower Arctic stratosphere. 
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weak point of this study that requires backup 
by advective 3D models, but analogy with the 
Antarctic suggests that this is unlikely to 
affect our prediction concerning denitrifica- 
tion in a future colder Arctic stratosphere. 

The development of the NO, profile was 
simulated on the basis of four sdeinarios with 
different microphysical assumptions (Fig. 
3A). Scenario 0 (dashed line, Fig. 1A) con- 
siders exclusively the effect of subsiding vor- 
tex air on the vertical profile of NOy and 
H,O. The calculated NO,, based on time- and 
altitude-dependent subsidence rates alone, 
shows excellent agreement with NO: de- 
duced from N,O measurements on 1 1 Febru- 
ary 1995 (0, Fig. 1A). For all other scenar- 
ios, the parameter set in best agreement with 
the observations is n,,, = n,,, = 5 X lo-, 
cm-3 and AT,,, = 1.5 K (31). A simulation 
with ice particles alone (scenario 1, Fig. 3B) 
did not cause strong denitrification because 
the large particle radius (r .-: 15 km) means 
that the ice particles sediment out in too 
restricted a region of the vortex (white con- 
tours, Fig. 2B). If in addition NAT particles 
are allowed to form 2.5 K below TNAT (again 
with 5 X particles per cubic centimeter) 
independently of ice (scenario 2), the model 
predicts strong denitrification. However, this 
extends well above the altitude at which ice 
can form and above the level of observed 
denitrification, and is therefore inconsistent 
with the characteristic altitude profile given 
by the measurements. However, if NAT is 
allowed to nucleate only on ice particles (sce- 
nario 3), as suggested by laboratory work 
(32), the model calculations are in striking 
agreement with the observations. Despite this 

coupling, the effect on the water vapor profile 
is small (Fig. 1B) because of the relatively 
short lifetime of ice particles under Arctic con- 
ditions. The formation of NAT on ice and the 
growth of NAT residuals by vapor deposition at 
the expense of ternary droplets [that is, a 
Bergeron-Findeisen process (33)] is shown in 
Fig. 3, C and D, revealing a characteristic time 
for their growth of - 1 day. 

The results are highly sensitive to temper- 
ature changes (Fig. 4). Increasing the temper- 
ature by only 1 K essentially switches off 
denitrification, highlighting the strong re- 
quirement of ice formation to initiate the 
process. On the other hand, decreasing the 
temperature leads to a steady increase in the 
calculated denitrification. Sensitivity studies 
were performed for all scenarios by altering 
all model parameters (nice, nNAT, ATice, 
ATNAT) in every possible combination. These 
tests revealed that only scenario 3 was capa- 
ble of reproducing the measurements, in par- 
ticular the sharp shoulder in observed deni- 
trification. Increases in nice and nNAT by a 
factor of 4 or in ATice by 1 K can be com- 
pensated by a decrease in synoptic tempera- 
tures by 1 K, which is well within the tem- 
perature uncertainties (31). A change of 1 K 
would also compensate for incomplete uptake 
of HNO, due to kinetic constraints, say to 
only 80% of the thermodynamic value as in 
Fig. 3, C and D (34). 

It has been suggested that denitrification 
might result if the lifetime of ice particles 
were prolonged as a result of NAT coating 
(24). The model in its present form is not 
suited to simulate this mechanism. However, 
the rapid sedimentation rates of such NAT- 
coated ice particles and the small regions 

over which ice can form means that they are 
likely to denitrify only a highly restricted 
portion of the polar vortex. 

We have investigated the effect of deni- 
trification on inorganic chlorine species par- 
titioning and ozone depletion in a compre- 
hensive photochemical box model [with liq- 
uid-phase microphysics and heterogeneous 
chemistry affecting CIONO,, HCl, HOCl, 
and N,O, (391 by means of polar vortex- 
filling trajectories spanning the entire winter 
(Fig. 5). Two simulations were performed. 
First, diabatic subsidence of the air alone was 
considered. This leads to a constant NO,, 
mixing ratio in the descending air parcels, 
which is distributed between the various spe- 
cies in the NO,, family by chemical reactions 
in the model. In a second simulation, HNO, 
was reduced in line with that calculated in the 
sedimentation model, resulting in an HNO, 
mixing ratio of 6 ppbv at 19 km altitude on 15 
February 1995 (at the level of maximum 
denitrification). This permanent loss of 
HNO, was then assumed to persist in the air 
parcels to the end of the simulation period on 
15 April 1995 (36). 

Figure 5 compares the ozone loss calcu- 
lated by the model without and with denitri- 
fication for the winter 1994-95 (blue curves). 
By the end of the model period on 15 April 
the difference in ozone is more than 0.6 
ppmv. This is equivalent to 55% more local 
ozone loss in the air parcels with denitrifica- 
tion than without. This considerable addition- 
al ozone loss occurs at an altitude corre- 
sponding to the approximate center of the 
ozone layer, hence the effect on the total 
ozone column is likely to be substantial (8). 

A comparison with experimentally de- 

Fig. 4. Sensitivity of the simulated denitrifica- 
tion profile to systematic shifts in the synoptic 
temperatures, assuming scenario 3. 

Fig. 5. Effect of denitri- 
fication on ozone de- 
pletion in a chemical 3.5 
box model. The results 
shown refer to an av- 
erage of 190 trajecto- 
ries initially distribut- - 3.0 
ed even1 (in the x-y > 
directionf throughout Li 
the polar vortex. Blue - 
curves refer to winter 2.5 
1994-95 and are com- 8 
pared to measured O 
ozone losses (green 2,0 
crosses) derived from 
the 1994-95 Match 
campaign (4) for the 
average potential tem- 1.5 
perature of the 190 tra- Dec Jan Feb Mar 
jectories as they de- 
scend. The simulation was performed from 1 December 1994 to 15 April 1995, starting at 550 K. Air 
parcels were advected using ECMWF analyzed winds, including diabatic descent derived from a radiative 
transfer model. On 31 March 1995 the potential temperatures of the trajectories are between 455 and 
463 K with an average of 459 K. Simulations were performed to coincide with the maximum in 
denitrification, with the trajectories at 19 km altitude on 15 February 1995. The standard deviation 
about the average ozone value was at most 215%. Red curves are future scenarios assuming a 45% 
decrease in total inorganic chlorine (2) and various assumed greenhouse ga~hduced  temperature 
decreases of the stratosphere. 
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rived chemical ozone loss from the 1994-95 
Match campaign (4)  indicates good agree- 
ment with our model results only if denitrifi- 
cation is included (besides a deviation in 
January, which cannot be explained in terms 
of denitrification). Temperatures would have 
to be considerably lower than they really 
were in March-April 1995 if continuous het- 
erogeneous chlorine activation and denoxifi- 
cation alone were to be responsible for the 
observed ozone loss. 

Global climate model simulations indicate 
that the stratospheric temperatures in the future 
are likely to be lower than those of recent years 
(9, 10). We have simulated a future scenario in 
which the overall Arctic vortex temperature 
was reduced by 5 K. which is predicted to occur 
in the Arctic lower stratosphere around the year 
2070 in a 2 x CO, climate (9). Then the 
denitrification model simulation (Fig. 4) indi- 
cates sedimentary removal of more than 80% of 
the available NO, over a wide altitude range. 
To test the effect of this on ozone depletion, we 
performed a chemical model simulation with 
temperatures reduced by 5 K relative to winter 
1994-95 and a total inorganic chlorine mixing 
ratio of 1.75 ppbv, 45% lower than in our 
simulations of winter 1994-95 (2). as expected 
in 2070. Such a stratospheric chlorine loading is 
similar to concentrations around the year 1980. 
Neglecting denitrification. the combined effect 
of lower chlorine concentrations and lower 
temperatures is to slightly reduce the total 
ozone loss on the level we investigated (com- 
pare dashed curves in Fig. 5). Hence. the lower 
chlorine concentrations are largely offset by the 
more frequent PSC-induced chlorine activation. 
In stark contrast, including the effect of denitri- 
fication (solid red curve, Fig. 5) leads to as 
much as 0.9 ppmv more ozone loss. and hence 
a lower final ozone mixing ratio than predicted 
for winter 1994-95. 

To test the dependence of the sedimenta- 
tion microphysics and chemistry on the mag- 
nitude of future stratospheric cooling. we re- 
peated the calculation assuming temperatures 
3 K lower than in winter 1994-95. The mag- 
nitude of denitrification is not substantially 
reduced over a wide altitude range (Fig. 4). 
The resulting ozone loss (thin red curve, Fig. 
5) is marginally lower than the case with 
temperatures 5 K lower. suggesting the re- 
sults to be rather insensitive to the precise 
greenhouse scenario. Moreover, observations 
show increasing stratospheric water vapor 
(37). which-if the trend continues-will 
lead to further enhanced ice and NAT particle 
formation. A further sensitivity test assuming 
50% more water vapor and temperatures 5 K 
lower than in 1994-95 led to greater denitri- 
fication and a final ozone mixing ratio of only 
1.3 ppmv. 

The relative importance of denitrification 
in determining ozone losses in a future colder 
stratosphere can be put into context by com- 

paring with a reference case. in which the 
inorganic chlorine mixing ratio was reduced 
to expected 2070 levels (1.75 ppbv) but tem- 
peratures were left unchanged from winter 
1994-95. This control case yielded a total 
ozone loss by the end of the winter of only 
0.6 ppmv (dotted red curve, Fig. 5). In our 
model calculations. 5 K cooling alone leads 
to 0.45 ppmv more ozone loss (dashed red 
curve), whereas the associated denitrification 
increases this to 1.4 ppmv (solid red curve). 
thus enhancing cooling-induced ozone losses 
by more than a factor of 3. However, it 
should be noted that the meteorology of the 
Arctic vortex is variable and that the predic- 
tions here are made for a cold winter with a 
stable vortex. 

In a future climate with a colder strato- 
sphere and lower amounts of inorganic chlo- 
rine. Antarctic ozone depletion is likely to 
decline somewhat in response to lower chlo- 
rine concentrations. In contrast to the Arctic. 
this reduced ozone loss will not be compen- 
sated by increasing denitrification, which is 
already close to complete in the Antarctic. It 
therefore becomes possible that ozone losses 
over both poles will be very similar. in stark 
contrast to the situation today. 
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After 6.0 hours. BeppoSAX was reorient- 
ed toward the burst locatio~l and a previously 
unlcllow~l x-ray source was detected ( 8 ) .  The 
source intensity, 1.6 (? 0.2) X lop"  J mp' 
s '  (2 to 10 keV). makes this x-ray afterglow 
the brightest detected so far. Optical obselva- 
tion conducted in response to the location of 
the x-ray afterglow as detennilled by Bep- 
poSAX led to the ide~ltiticatioll of an optical 
transient, the GRB optical afterglon (hereaf- 
ter OA) (5). associated nit11 the GRB. This 
OA was initially seen as an object of a red 
broad-band magnitude R = 18.2 (10). Optical 
observatio~ls had, however, begun much ear- 
lier. In response to the intelllet-tra~lsnlitted 
trigger fiom BATSE. ROTSE at Los Alalnos 
National Laboratories (11) had started wide- 
angle imaging 22 s after the beg i~ l~ l i~ lg  of the 
GRB. Off-line analysis. conducted after the 
above-mentio~led identification. revealed that 
the OA had been detected already in the first 
exposure. and had peaked at visual broad- 
band ~nagnitude 1' - 9. some seconds later. 

Optical spectroscopic observations re- 
\-ealed that the redshift of the burst source is 

Broad-band (ultraviolet t o  near-infrared) observations of the intense gamma 
ray burst GRB 990123 started -8.5 hours after the event and continued until 
18 February 1999. When combined with other data, in particular from the 
Robotic Telescope and Transient Source Experiment (ROTSE) and the Hubble 
Space Telescope (HST), evidence emerges for a smoothly declining light curve, 
suggesting some color dependence that could be related t o  a cooling break 
passing the ultraviolet-optical band at about 1 day after the high-energy event. 
The steeper decline rate seen after 1.5 t o  2 days may be evidence for a 
collimated jet pointing toward the observer. 

Gamma-ray bursts (GRBs) are brief flashes due to sy~lcllrotro~l radiation from relatilristi- 
of cosmic high energy ( -  10 l<eV-10 GeV) cally expanding matter. that collides n it11 the 
photons. They have re~nai~led  without any interstellar medium. 
satisfactory explallatio~l since their discovery GRB 990123 mas detected at 09:17 uni- 
in 1967 (1). a'ith the advent of the Italian- x-ersal time (UT)  on 23 January 1999 by the 
Dutch x-ray satellite BeppoSAX, it is possi- GRB lno~litor (GRBM) and the \vide-field 
ble to co~lduct deep CoUlltelyalT searches only camera IWFC) of BeppoSAX, and by three 
a fenr hours after a burst. This led to the first illstrulne~lts on board the Compton Gamma- 
detection of x-ray and optical afterglo~vs for ray Obser\-atory. the Burst and Transient 
GRB 970225 (2) .  Subsequent obser\-ations Source Experirne~lt (BATSE),  the C o ~ n p t o ~ l  
have shown that about half of the n-ell-local- Telescope (COMPTEL), and the Oriented Scin- 
ized GRBs call be associated \\it11 optical tillation Spectrometer Experiment (OSSE). A 
emission, that gradually fades away. over con~plex light curie was obtained, lasting 
weeks to months (3). About 10 such cases are -100 s ( 5 ) .  The y-ray fluence was -5.1 X 

lcl10~~11. Models proposed before the first de- l op7  J mp' (6). This places the burst in the top 
tection of optical afterglon- (4  ) h a w  been 0.3 O o of the BATSE GRB fluence distribution 
successf~~l  in describing the decline of the and it is one of the brightest events within the 
optical emission. The afterglo\\ is   node led as COMPTEL and OSSE range (>0.7 MeV) ( 7 ) .  
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